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Abstract.—Many forest-defoliating Lepidoptera exhibit long-term cyclic fluctuations in density
that span several orders of magnitude. One hypothesis to explain these fluctuations is that they
are driven by pathogens with long-lived infectious stages capable of surviving outside the host.
The basis of the argument is that, for realistic parameter values, a mathematical disease model
incorporating such an infectious stage is likely to show cycles with the same period as is observed
in nature. The mathematical model used to make this argument, however, is so simple that it
may not be biologically meaningful. In this article, I extend the original model by including
two realistic complications: density-dependent host reproduction and host movement behavior.
Including density-dependent host reproduction greatly increases the likelihood of cycles; addi-
tional realism thus strengthens the original conclusion. Including host movement behavior makes
the model more versatile, as it allows comparison of the model output with literature data on
the spatial spread of insect viruses. This comparison suggests that the spatial spread of the
viruses of Gigas hercyniae and Orctetes rhinoceros can be explained with a very simple model
of host movement, without recourse to complicated mechanisms of dispersal. The introduction
of host movement behavior also introduces the possibility of cycles of outbreaks in space and
time simultaneously—that is, waves of disease that will reappear at regular intervals.

In the past 15 yr, ecologists have been led to recognize that diseases can play
an important role in the dynamics of animal populations and communities (Begon
et al. 1986; Dobson and Hudson 1986). An important impetus for this recognition
has been a rapidly growing body of theoretical articles on animal diseases (Ande-
son and May 1979; Levin and Pimentel 1981; Brown 1984; Murray et al. 1986;
Andreasen 1989; Hochberg and Holt 1990). Insect epizootiology illustrates the
effect of this theory: although insect ecologists knew for some time that pathogens
affect many different insects (Steinhaus 1963; Martignoni and Iwai 1986) and that
many forest-defoliating Lepidoptera undergo large-amplitude cyclic fluctuations
(Varley et al. 1973), the first connection between these facts was made in a
theoretical article. Anderson and May (1981) hypothesized that forest Lepidot-
teran cycles result from the impact of pathogenic microorganisms, basing their
hypothesis on a mathematical model. The crux of their argument is many insect
pathogens have infectious stages capable of surviving for long periods outside
the host; such a free-living stage, included in an otherwise standard mathematical
disease model, leads to long-term cyclic fluctuations; and the period and amplitu-
de of the model cycles are close to the period and amplitude observed in real
populations for realistic parameter values.

* E-mail: greg.dwyer@ent.umass.edu.
Although Anderson and May’s (1981) theory provides a simple and at least plausible explanation for a natural pattern, ecologists have been reluctant to accept it for two principal reasons. First, the theory may be overly simplistic; it does not include spatial structure, regulating factors other than the disease, or a host of other biological details (Brown 1987; Onstad and Carruthers 1990). Second, since the theory makes predictions over long time periods, it is difficult to test, given the problems of collecting long-term data, whether experimental or observational. In this article, I attempt to address these problems by extending Anderson and May’s simple model to include two realistic complications: density-dependent host reproduction and host movement. First, many of the insects that undergo fluctuations in population density experience increased nondisease mortality or reduced fecundity at the peak of their cycle (Mason 1981; Myers 1981); including such density dependence may alter the conclusions that Anderson and May drew from the original model. Second, adding spatial spread allows me crudely to analyze a hitherto underutilized body of data generated from the release of pathogens as biological control agents (Entwistle et al. 1983). Moreover, spatial spread is an important component of the dynamics of many insect diseases, yet there is no general theory that combines spatial spread with an understanding of long-term insect disease dynamics (but see Dwyer 1992 for within-season dynamics and Onstad et al. 1990 for a system-specific model).

A general aim of this article is thus to expand our understanding of the long-term dynamics of insect host-pathogen systems, since diseases influence the dynamics of an enormous number of insects (Kaya and Anderson 1976; Harkrider and Hall 1978; Myers 1981; Fuxa 1982; Kalmakoff and Crawford 1982; Carter et al. 1983; Entwistle et al. 1983; Murdoch et al. 1985; Fleming et al. 1986) and are the subject of genetic engineering programs (Wood and Granados 1991). Toward this end, I have three main goals. First, I want to show the possible dynamics associated with insect-disease systems that are affected by density dependence and spatial structure. Second, I hope to provide a simple explanation for the apparently complex phenomenon of the spatial spread of disease—in particular, to show that simple mechanisms for host movement may be sufficient to explain existing observations of the spatial spread of insect diseases. Third, I want to show how a spatially structured theory can be used to make practical predictions regarding the rate of spread of diseases in the field. Such predictions could be invaluable when considering the use of pathogens in pest control or when releasing genetically engineered pathogens.

To make the theory as concrete as possible, I focus on three insects and their associated viruses: European spruce sawfly, *Gilpinia hercyniae*, and its nuclear polyhedrosis virus (NPV); the coconut palm rhinoceros beetle, *Oryctes rhinoceros*, and its nonoccluded virus; Douglas-fir tussock moth, *Orgyia pseudotsugata*, and its NPV. I chose these particular insect-virus systems because they are among the best understood; in particular, for the European spruce sawfly and the rhinoceros beetle, there are extensive data sets describing the spatial spread of the associated virus (Young 1974; Entwistle et al. 1983). Furthermore, there are published estimates of many of the model parameters for all three systems.
DENSITY DEPENDENCE

To model changes in insect populations whose densities may be driven by disease outbreaks, Anderson and May (1981) used a system of ordinary differential equations based on standard epidemiological models. In traditional epidemiological models, the host population is divided into infected and susceptible classes, with one differential equation representing each class (Bailey 1975; Anderson and May 1979). What made Anderson and May’s model innovative was the introduction of an additional class representing the population of infectious pathogen particles in the environment. These particles are found in widely divergent taxa of invertebrate pathogens, including viruses, fungi, and microsporidia (Carruthers and Soper 1987; Evans and Entwistle 1987), and they allow pathogens to survive in the environment for several decades (Thompson and Scott 1979). Although here I concentrate on viruses that infect insects, the models that I present could be used for these other host-pathogen systems as well with only minor modification.

Anderson and May’s (1981) model is

\[
\frac{dS}{dT} = r(S + I) - \nu PS, \tag{1}
\]
\[
\frac{dI}{dT} = \nu PS - \alpha I, \tag{2}
\]

and

\[
\frac{dP}{dT} = \lambda I - [\mu + \nu(S + I)]P, \tag{3}
\]

where \(S\) is the density of susceptible hosts, \(I\) is the density of infected hosts, \(P\) is the density of pathogen particles, \(r\) is the reproductive rate of the host, \(\nu\) is the transmission coefficient, \(\alpha\) is the rate of disease-induced mortality, \(\lambda\) is the rate of production of pathogen particles by infected hosts, \(\mu\) is the decay rate of the virus, and \(T\) is time.

There are four different possible outcomes for the model described by equations (1)–(3): the pathogen regulates the host to a stable equilibrium; the pathogen is unable to control the host’s population, which increases exponentially; both host and pathogen go extinct; or host and pathogen oscillate periodically, in a so-called stable limit cycle. Which of these four types of behavior occurs depends on the values of the model’s parameters \((r, \nu, \alpha, \lambda, \mu)\). Although the existence of sustained cycles for a model as simple as this is interesting in and of itself, the essence of Anderson and May’s argument is that such cycles are not just possible but probable. Their argument is that, for many insect-virus systems, the model parameters are such that host and pathogen will fall into a stable oscillation with a long period. All else being equal, the model requires that the infectious particles of the pathogen last long enough to survive for several years between host outbreaks and that the host reproductive rate be low enough so that it takes years
for the host population to recover from an outbreak. For some forest-defoliating Lepidoptera, crude estimates of the model parameters indicate that host and pathogen may indeed fall into stable oscillations of 6–12 yr (Anderson and May 1981). Since estimates of the parameters are for the most part poorly known, the relative area of parameter space that leads to long-term cycles becomes an issue: the larger the area the better. For example, for Douglas-fir tussock moth and its NPV, Vezina and Peterman (1985) present estimates for the parameter values in Anderson and May’s (1981) model that are mostly derived from the literature; based on these estimates, they conclude that 6–12-yr cycles are unlikely for tussock moth. In an earlier article (Dwyer 1992), I estimated values for tussock moth for $\alpha$ and $\nu$ and estimated $\lambda$ from the literature. Figure 1, which is based on these values, shows the values of the host reproductive rate $r$ and the pathogen decay rate $\mu$ that lead to cycles of 4–12 yr for parameters estimated for Douglas-fir tussock moth. Using Vezina and Peterman’s (1985) estimates for $r$ ($=0.005/d$) and $\mu$ ($=0.01/d$), figure 1 suggests that long-term cycles of approximately the correct period are instead likely for tussock moth. Without assessing different methods of parameter estimation, the issue of whether the pathogen drives cycles in Douglas-fir tussock moth is clearly in doubt.

The only way to test this hypothesis unequivocally is with manipulative field experiments, with their attendant logistic difficulties (but see Myers 1990). My
alternative approach is to modify Anderson and May’s (1981) model (eqn. [1]–[3]) to include greater biological realism, and then to ask how this modification affects the likelihood of cycles with a long period, in terms of the size of the parameter space, for parameter estimates for tussock moth. The particular modification that I have chosen to include is density-dependent host population dynamics. The resulting model is

\[
\frac{dS}{dT} = r \left[ 1 - \frac{(S + I)}{K} \right] S - \nu PS,
\]

\[
\frac{dI}{dT} = \nu PS - \left[ \alpha + r \frac{(S + I)}{K} \right] I,
\]

and

\[
\frac{dP}{dT} = \lambda I - [\mu + \nu(S + I)] P,
\]

where the only new symbol is the carrying capacity \( K \). In Appendix A, I make the model nondimensional to show that the rate at which hosts consume the pathogen is negligible relative to typical rates of production and decay of the pathogen; simulations confirm that this assumption has little or no effect on the dynamics of host and pathogen. Neglecting the consumption of the pathogen by the host leads to the simpler model

\[
\frac{dS}{dT} = r \left[ 1 - \frac{(S + I)}{K} \right] S - \nu PS,
\]  
(4)

\[
\frac{dI}{dT} = \nu PS - \left[ \alpha + r \frac{(S + I)}{K} \right] I,
\]  
(5)

and

\[
\frac{dP}{dT} = \lambda I - \mu P.
\]  
(6)

In Appendix A, I show that this model has three types of behavior. For \( K > \mu(r + \alpha)/\nu\lambda \), the possibilities are host and pathogen oscillate in a stable limit cycle, or the pathogen regulates the host to a stable equilibrium. For \( K < \mu(r + \alpha)/\nu\lambda \), the only possibility is that the pathogen becomes extinct, following which the host reaches a stable equilibrium (\( S = K \)). In figure 2, I show the boundary between a stable limit cycle and a stable equilibrium for equations (4)–(6) for the same parameter values as in figure 1, for three different values of \( K \); for \textit{Orgyia}, \( K \) is approximately 400/m\(^2\) (Shepherd et al. 1984; Otvos et al. 1987a). What is most noticeable is that the region of \( r - \mu \) parameter space in which cycles occur has increased in size; in particular, for \( K = 400/m^2 \), it has expanded enormously. In fact, the size of the parameter space that leads to cycles increases with increasing \( K \). Even for \( K = 100/m^2 \), the parameter space for the modified model (with density-dependent reproduction) is still much larger than for the original model.
Fig. 2.—A comparison of the parameter combinations for which population cycles occur for both Anderson and May's (1981) model of disease in insect populations and for my modification of their model, eqq. (4)–(6). The modified version represented here includes density-dependent host reproduction, in other words, a carrying capacity. Limit cycles occur for pairs of values of $r$ and $\mu$ that are on the origin side of the plotted curves. No density dependence indicates eqq. (1)–(3), in which host population growth in the absence of the disease is exponential. Carrying capacity indicates the modified model, eqq. (4)–(6), in which host population growth in the absence of the disease is density-dependent (logistic growth). Parameter values were estimated for Douglas-fir tussock moth, Orgyia pseudotsugata, as in fig. 1. $A$, $K = 10^4$/m$^2$; $B$, $K = 400$/m$^2$, which represents roughly the observed value of $K$ in tussock moth outbreaks; $C$, $K = 100$/m$^2$. The range of parameter values for which cycles occur in the more detailed model is much larger than it is for the original model.
DENSITY, SPACE, AND INSECT PATHOGENS

Fig. 3.—The time between disease outbreaks for the model with logistic host population growth, eqn. (4)–(6), with parameter values for Orygia pseudotsugata as in fig. 1. The numbered curves indicate the number of years between outbreaks for parameter combinations along the curve. For realistic values of the model parameters, the model predicts cycles with a long interoutbreak interval.

(with exponential reproduction). In short, the inclusion of additional biological realism strengthens Anderson and May’s conclusion; that is, for a similar set of parameters, limit cycles are more likely and will have a longer period when density dependence is included in the model. More concretely, whereas the published parameter values \( r \approx 0.005/d, \mu \approx 0.01/d \) indicate either an absence of cycles or cycles with a period that is too short for the original model, they imply cycles with a long period for the biologically enriched model (fig. 3). In fact, for such parameter values, equations (4)–(6) give cycles with a period that is much longer than 7–12 yr. Although this suggests that equations (4)–(6) may not be the correct model either, it is again important to remember that the parameter values used to generate figure 3 may or may not be accurate. In short, the simultaneous difficulties of parameter estimation and model selection make modeling the long-term dynamics of insect pathogens a formidable problem.

SPATIAL SPREAD I: SHORT-TERM DYNAMICS

Both Anderson and May’s (1981) model and my modification of it, equations (4)–(6), describe temporal changes in host and pathogen density and thus can only be applied to time series of insect densities. Another important source of data on insect diseases comes from the release of pathogens as biological control agents into pest insect populations (Entwistle et al. 1983). This kind of data typically reports the spatial spread of the disease from its point of introduction (i.e., disease spread in both space and time). In this section, I extend the model given by equations (4)–(6) so as to describe this kind of disease spread, and I show
that the resulting model can easily explain published spatial spread data, again for reasonable parameter values.

Allowing for host movement, and thus spatial spread, in equations (4)–(6) produces the following model:

\[
\frac{\partial S(X, T)}{\partial T} = r \left[ 1 - \frac{(S + I)}{K} \right] S - vPS + D \frac{\partial^2 S}{\partial X^2}, \tag{7}
\]

\[
\frac{\partial I(X, T)}{\partial T} = vPS - \left[ \alpha + r \frac{(S + I)}{K} \right] I + D \frac{\partial^2 I}{\partial X^2}, \tag{8}
\]

and

\[
\frac{\partial P(X, T)}{\partial T} = \lambda I - \mu P. \tag{9}
\]

Host movement is here represented by the terms \(D(\partial^2 S/\partial X^2)\) and \(D(\partial^2 I/\partial X^2)\) (\(D\) is the diffusion coefficient, which represents the rate of host movement), where \(X\) is the spatial coordinate (typically the distance from the point of introduction of the pathogen). Since \(S\), \(I\), and \(P\) are now functions of both time and space, the ordinary differential equations (4)–(6) (functions of one variable \(T\)) have become partial differential equations (7)–(9) (functions of two variables, \(X\) and \(T\)). Although diffusion is one of the simplest ways of representing insect movement, it is often accurate and a good approximation of the movement of \(Orgyia\) larvae (Kareiva 1982; Dwyer 1992).

The model described by equations (7)–(9) assumes that space is one-dimensional. Although this is of course unrealistic, often the spatial spread of insect viruses approximates unidimensionality, as when viruses are sprayed in strips as biological insecticides (Otvos et al. 1987b). Moreover, the dynamics of one-dimensional disease models with dispersal are often qualitatively similar to the dynamics of their two-dimensional counterparts (Murray et al. 1986; Mollison 1991). In addition, in many situations one dimension may well be a reasonable approximation. For example, when a pathogen spreads outward from a point, the disease front that develops may be nearly circular. After a sufficient time, a spreading circle will present an essentially planar front in each direction, since a circle with a large enough radius viewed at a local scale looks like a straight line. In such cases, the spread in any particular direction can be approximated with one dimension. Because of this, published data on the release of insect pathogens are often given in terms of one dimension (Entwistle et al. 1983).

Equations (7)–(9) are an example of a reaction-diffusion model. In other words, they combine an interspecific interaction with diffusive movement. Such models have the important mathematical characteristic that they can exhibit what is known as traveling wave behavior. For equations (7)–(9), this means that the spatial distribution of the host and pathogen populations in the model resemble waves that move across the landscape (fig. 4). This characteristic has important mathematical repercussions, which in turn lead to significant biological insight. Here I present a simple overview of the mathematics for mathematically inclined
Fig. 4.—A numerical simulation of a traveling wave solution of an insect host-pathogen model modified to include not just density dependence but also spatial structure (eqn. [7]–[9]). The parameter values are again for *Orgyia pseudotsugata* as in fig. 3, with the addition of $r = 0.06/d$, $\mu = 0.006/d$, and $D = 510 \text{ m}^2/d$ (estimated from data of Mason and McManus [1981] for ballooning larvae of the closely related gypsy moth; see *Parameter Estimates: The diffusion coefficient; D for calculation of D*). The disease is introduced at the origin into a spatially uniform uninfected population and moves from left to right in the form of a wave.
biological readers, with the technical details relegated to Appendix B. Those with no mathematical background may wish to skip the next two paragraphs.

Partial differential equation models that show traveling wave behavior can be analyzed as if the models were ordinary differential equations, which greatly simplifies the analysis. This is because the unchanging shape of the wave (fig. 4) means that, in a coordinate system that travels at the same speed as the wave, the spatial distribution of the wave always looks the same. The substitution \( \xi = X + kT \) therefore transforms equations (7)–(9) to a traveling coordinate system: the effect is to convert partial differential equations that are functions of space \( X \) and time \( T \) to ordinary differential equations that are functions of the variable \( \xi \) and that have absorbed the new parameter \( k \). Thus, \( k \) is the rate of advance of the wave of disease, or the wave speed.

In Appendix B, I use this transformation partially to analyze equations (7)–(9)—in other words, to understand how the biological characteristics of host and pathogen affect the spatial spread of the disease. Equations (7)–(9) have three equilibria, or critical points: a trivial equilibrium at the origin \( (S, I, P) = (0, 0, 0) \); a disease-free equilibrium at the carrying capacity of the host population \( (S, I, P) = (K, 0, 0) \); and an internal equilibrium \( (S, I, P) = (\tilde{S}, \tilde{I}, \tilde{P}) \). Mathematically, a traveling wave solution of the model consists of a wave of disease that transforms the spatially uniform disease-free equilibrium \( (S, I, P) = (K, 0, 0) \) into the internal equilibrium \( (\tilde{S}, \tilde{I}, \tilde{P}) \); for now, I consider only the first of these two nontrivial equilibria. For the nonspatial model of equations (4)–(6), there is a threshold that determines whether the pathogen can survive in the population; for equations (7)–(9), the same threshold determines whether a traveling wave solution will exist. That is, for

\[
K < \frac{\mu(\alpha + r)}{\nu\lambda},
\]

(10)

no wave forms; instead, the disease barely spreads from the point of its introduction. For

\[
K > \frac{\mu(\alpha + r)}{\nu\lambda},
\]

(11)
a traveling wave forms; that is, a wave-shaped distribution of infected hosts develops and moves away from the point of introduction of the virus. In front of the wave, the susceptible population is equal to \( K \), and the population of the infected hosts and pathogen particles is equal to zero. Behind the wave, the dynamics can be complicated, and will be treated later (see Spatial Spread II: Long-Term Dynamics). It is difficult to calculate what the speed of the wave of disease will be in general; in Appendix B, however, I derive an expression for the minimum value of the wave speed parameter \( k \). Although it is even more difficult to determine which wave speed will be the most stable, using computer simulations I found that the initial wave of disease modeled by equations (7)–(9) consistently traveled at this minimum speed. In other words, although other speeds are possible, the actual model solutions apparently travel at the minimum
speed, a result that has consistently been true for similar wave models (Murray et al. 1986; van den Bosch et al. 1988; Murray 1989; Yachi et al. 1990).

In short, it is possible to calculate the velocity of the wave of disease. Although the notion of velocity for a traveling wave of disease may seem like mathematical esoterica, in fact it has both practical merit and biological importance. For instance, when assessing the risk of spread of an engineered pathogen, often what we most want to know is the speed with which such a pathogen spreads. Also, the wave speed parameter acts as a convenient summary statistic: it summarizes the relationship between the model parameters, which represent the biological characteristics of host and pathogen, and the rate of spatial spread of the disease. It thus translates the individual-level processes of host reproduction, disease transmission, disease-induced mortality, host movement, pathogen production, pathogen decay, and host movement into the population-level phenomenon of disease spread. For example, figure 5 shows plots of the speed of an NPV wave moving through an Orgyia population, as each of the model parameters is varied in turn. This figure shows that, as one would expect, the wave speed increases with increasing carrying capacity $K$, transmission parameter $v$, and pathogen production rate $\lambda$, and it decreases with increasing pathogen decay rate $\mu$ and disease-induced death rate $\alpha$. Surprisingly, however, it decreases slightly with the intrinsic rate of population increase, $r$. This latter effect may be due to the fact that $r$ scales the effects of density dependence on the infected population: increases in $r$ thus lead to greater losses of infected hosts due to density dependence.

**Parameter Estimates**

In order to demonstrate the usefulness of the model in explaining published patterns of the spatial spread of insect pathogens, I need to show that the shape or speed of the waves generated by the model for realistic parameter values is similar to the shape or speed of waves in actual insect-pathogen systems (Young 1974; Entwistle et al. 1983). In this subsection I derive crude estimates of the model parameters from the literature, for European spruce sawfly *Gilpinia hercyniae* and its NPV and for the coconut palm rhinoceros beetle *Oryctes rhinoceros* and its nonocluded virus, treating each parameter separately.

**Intrinsic rate of increase:** $r$.—The intrinsic rate of increase, $r$, can be estimated from the net replacement rate and the generation time according to

$$r = \frac{\ln R_0}{g},$$

where $R_0$ is the net replacement rate, and $g$ is the generation time (Krebs 1978). The net replacement rate is equal to lifetime female fecundity times proportional survival from egg to adult (times 0.5 for the sexually reproducing *Oryctes: Gilpinia* is apparently parthenogenetic; Entwistle et al. 1983). Hinckley (1973) gives the lifetime fecundity of female *Oryctes* as 90–150 eggs and the generation time as 20 wk. Zelazny and Alfiler (1986) give the proportion of *Oryctes* eggs surviving to adulthood as 0.03; these statistics result in a value of $r = 0.002$–0.006/d. Entwisle et al. (1983) give the lifetime fecundity of *Gilpinia* as 30–40 eggs. I was
Fig. 5.—Plots of the wave speed, or the rate of advance of the disease, for the NPV of *Orgyia* as a function of each of the parameter values in eqns. (7)–(9). For the default parameter values, see figs. 3 and 4 with the addition of $r = 0.005$/d (Vezina and Peterman 1986). Wave speed versus (A) the transmission coefficient, $v$; (B) pathogen production rate, $\lambda$; (C) carrying capacity, $K$; (D) pathogen decay rate, $\mu$; (E) disease-induced mortality rate, $\alpha$; (F) intrinsic rate of increase, $r$. As the graphs show, the model parameters vary enormously in the extent to which they affect the speed of the wave. In particular, the wave speed is very sensitive to small changes in the transmission coefficient $v$ and the pathogen production rate $\lambda$, which suggests that the rate of advance of the disease is quite sensitive to the infectiousness of the disease.
unable to find an estimate of survival from egg to adult for *Gilpinia*; instead, I use Olofsson's (1987) estimate of fractional egg to adult survival of the related *Neodiprion sertifer* of 0.05. Since *Gilpinia* in Europe has one generation per year, the generation time is 365 d. This gives a value of \( r = 0.001 - 0.0045/d \).

**Carrying capacity:** \( K \).—The carrying capacity \( K \) can be taken as roughly the population density of each insect before the introduction of the disease. Young (1974) gives the population of adult *Oryctes* on Tongatapu as 25/ha. I use this estimate for lack of a better one. Although there is no corresponding estimate of *Gilpinia* density in Wales, Bird and Elgee (1957) estimate the maximum density of *Gilpinia* in Canada before the introduction of the NPV disease as 15/m².

**The disease-induced mortality rate:** \( \alpha \).—The disease-induced mortality rate \( \alpha \) is the inverse of the incubation time. I was unable to find an estimate of the incubation time for virus-infected *Gilpinia*; however, the viruses of *Oryctes*, *Orgyia*, and the closely related *Neodiprion sertifer* all have incubation times of 7–21 d (Zelazny 1972; Olofsson 1988; Dwyer 1992). For both *Oryctes* and *Gilpinia*, I therefore use an incubation time of 15 d, for a value of \( \alpha \) of 0.075/d.

**The virus decay rate:** \( \mu \).—If the virus decays exponentially, as I assume in the model, then

\[
\frac{dP}{dt} = -\mu P ,
\]

so that

\[
\mu = -\frac{1}{t} \ln \frac{P(t)}{P(0)} ,
\]

where \( P(0) \) and \( P(t) \) are the pathogen populations at times 0 and \( t \), respectively. Thus, \( \mu \) can be estimated from the fraction of the pathogen population surviving per unit time. Zelazny (1972) provides this data for the virus of *Oryctes*, for a value of \( \mu = 0.3/d \). I was unable to find similar data for the NPV of *Gilpinia*, but Olofsson (1988) estimates that the density of *Neodiprion sertifer* virus declined from \( 10^9 \) to \( 10^6 \) over a period of 10 mo, for a value of \( \mu = 0.02/d \). The higher value of the decay rate for the *Oryctes* virus is probably because of the fact that, unlike the *Orgyia*, *Neodiprion*, or *Gilpinia* viruses, the *Oryctes* virus is not encapsulated in a protective protein matrix, so it decays rapidly (Evans and Entwistle 1987).

**The pathogen production rate:** \( \lambda \).—The pathogen production rate is related to the number of virus particles per dead infected host according to

\[
\lambda = \Lambda \alpha
\]

(Anderson and May 1981). That is, the number of virus particles produced per unit time by an infected host is the total number produced during the infectious period, \( \Lambda \), divided by the length of time that an infection lasts (\( T, \) where \( \alpha = 1/T \)). Since I have estimates of the disease-induced mortality rate for both *Gilpinia* and *Oryctes*, I only need to know the number of pathogen particles produced by an infected host. Although there are no such estimates for either *Gilpinia* or *Oryctes*, estimates of \( \Lambda \) for other insects range from \( 10^7 \) to \( 10^9 \).
Table 1

Model Parameters for *Gilpinia* and *Oryctes*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Gilpinia</th>
<th>Oryctes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic rate of increase $r$</td>
<td>.003 d$^{-1}$</td>
<td>.004 d$^{-1}$</td>
</tr>
<tr>
<td>Carrying capacity $K$</td>
<td>15 m$^{-2}$</td>
<td>2.5 × 10$^{-4}$ m$^{-2}$</td>
</tr>
<tr>
<td>Disease-induced mortality rate $\alpha$</td>
<td>.075 d$^{-1}$</td>
<td>.075 d$^{-1}$</td>
</tr>
<tr>
<td>Disease decay rate $\mu$</td>
<td>.02 d$^{-1}$</td>
<td>.3 d$^{-1}$</td>
</tr>
<tr>
<td>Number of pathogen particles per infected host $\Lambda$</td>
<td>$10^8$</td>
<td>$10^8$</td>
</tr>
<tr>
<td>Diffusion coefficient $D$</td>
<td>10 m$^2$/d</td>
<td>271.83 m$^2$/d</td>
</tr>
</tbody>
</table>

(Thompson and Scott 1979; Kaupp 1983; Shapiro et al. 1987). I therefore use a value for $\Lambda$ of $10^8$ for both *Oryctes* and *Gilpinia*.

The diffusion coefficient: D.—For the diffusion coefficient for *Oryctes*, I use mark recapture data from Cumber (1957). One of the characteristics of diffusion as a model for movement is that, if a group of individuals is released at a point, the mean square distance $m$ of the population from the point of release will increase linearly with time $t$ according to

$$m = 4Dt$$

(Okubo 1980), where $D$ is again the diffusion coefficient. Cumber’s data result in a value of $D$ of 271.83 m$^2$/d.

For the diffusion coefficient ($D$) for *Gilpinia*, I use a value of $D = 10$ m$^2$/d as an intentional underestimate (see next section, Fitting the Model to Field Observations).

The remaining parameters are the transmission parameter $\nu$ for both species. The only estimates of the transmission parameter $\nu$ that I am aware of are for *Orgyia* (Dwyer 1992) and *Lymnantria dispar* (Dwyer and Elkinton 1993). Since the model output is so sensitive to changes in $\nu$ (fig. 5) and since $\nu$ summarizes so much of the biology of the host-pathogen interaction (Dwyer 1991), rather than estimate $\nu$, I instead opted to fit this parameter to the data (see next section).

The model parameters for *Gilpinia* and *Oryctes* are summarized in table 1.

**Fitting the Model to Field Observations**

Although I cannot formally test the model because I lack independent estimates of all the parameters, I can use the model to explore the plausibility of interesting biological hypotheses. Specifically, Entwistle et al. (1983) remark that disease spread in *Gilpinia* seems remarkably fast and so must require special mechanisms of virus transport such as movement in bird feces. To test whether such a conclusion is necessary, I substituted into the model a conservatively low diffusion coefficient ($D = 10$ m$^2$/d compared to $10^2$–$10^3$ m$^2$/d for other insects; Kareiva 1982) for *Gilpinia* and asked whether the model predicts spread rates in accord with field data for a reasonable range of transmission coefficients. The observed rate of spread of *Gilpinia* NPV is about 800 m/yr; figure 6A indicates that for the model this is equivalent to a value of $\nu$ of about $10^{-10}$–$10^{-9}$/d. For more realistic
(i.e., higher) values of $D$, the value of $\nu$ corresponding to the correct wave speed would of course be lower. Similarly, figure 6B plots the wave speed against the transmission parameter for *Oryctes* virus. The observed rate of spread of the *Oryctes* virus in the field is 1.5–3 km/mo (Young 1974); figure 6B shows that this corresponds to a value of $\nu$ of about $10^{-8}$–$10^{-7}$/d. In fact, given that the estimate of the carrying capacity $K$ for *Oryctes* is an underestimate and given that at low values of $K$ the wave speed is very sensitive to $K$ (fig. 5), in reality the transmission coefficient $\nu$ probably could be much lower and still result in a high rate of spread.

Although it is difficult to attach any biological interpretation to these values of
Fig. 7.—Model output fitted to the spatial distribution of the fraction of Gilpinia larvae infected with NPV 1 yr after the disease was introduced at the origin, as in fig. 4. In other words, I ran the model for various values of the transmission coefficient \(v\) and the diffusion coefficient \(D\) and picked the model runs that were closest to the data (Entwistle et al. 1983). The other parameters are from table 1. The close fit between model and data suggests that the model accurately reproduces the wave of disease apparent in the data. Note that the model is constrained to fit not just the shape of the wave of disease but also the time after the disease was introduced.

\(v\), they are similar to the value of \(v\) for Orgyia \(\left(10^{-9}\right)\) m\(^2\)/d; Dwyer 1992) and for Lymantria dispar \(\left(10^{-12}\right)\) m\(^2\)/d; Dwyer and Elkinton 1993) in that they are much less than one. The point is that for apparently reasonable parameter values the model described by equations (7)–(9) can easily explain the observed rate of spread of the viruses of Gilpinia and Oryctes. The model thus demonstrates that it is not necessary to include complicated dispersal mechanisms to explain the spread of the virus—simple diffusive host movement is sufficient. Encouragingly, more recent evidence indicates that Gilpinia NPV spread by birds may be insignificant (Buse 1987).

I went one step further for the Gilpinia data set, which includes profiles of disease incidence along spatial transects centered on an experimental introduction of the disease. For these data, I adjusted the values of both \(v\) and \(D\) and compared the shape of the model wave to the data. Figure 7 shows that, for \(v = 1 \times 10^{-9}\) m\(^2\)/d and \(D = 60\) m\(^2\)/d, the model reproduces the qualitative features of the spatial distribution of disease surprisingly accurately, considering the roughness of both the parameter estimates and the spread data. The model thus is capable of explaining the shape of the wave of disease as well, again for biologically reasonable values of both \(v\) and \(D\).

In summary, the model given by equations (7)–(9) can be useful in explaining
observed patterns of insect pathogen spatial spread. Biologically this means that the interaction between host and pathogen on a local scale, combined with the random movement of hosts, may be sufficient to explain the spatial spread of insect diseases in the field. In addition, the model has the advantage of being comparatively simple, since it does not include or require pathogen dispersal by species other than the host. This is not to say that complex dispersal mechanisms are not important but rather that simple mechanisms may be sufficient to explain the existing data.

**SPATIAL SPREAD II: LONG-TERM DYNAMICS**

In addition to predicting transitory spatial spread, the model described by equations (7)–(9) can be used to understand the effects of spatial structure on the long-term dynamics of insect diseases. Although published observations of spatial spread typically extend for less than 5 yr, an examination of the long-term dynamics generated by the model nevertheless can indicate possibilities that were previously unexplored. Specifically, for some of the simulations in which the pathogen is introduced at a point, the initial wave of disease is followed by repeated waves. In other words, a train of traveling waves appears, so that the wave of disease is repeated over and over (fig. 8). This type of behavior, which cannot be inferred from the nonspatial model, is an example of what is known as pattern generation. This means that, although none of the parameters vary with space and at least the host population starts out spatially uniform, the addition of host movement to the interaction between host and pathogen generates a persistent spatial pattern. Pattern-generating mechanisms have been found in models of predator-prey interactions (Levin and Segal 1985), with the difference that the nonuniform spatial distributions of predator and prey do not change with time; in contrast, the pattern generated by a train of traveling waves changes with both space and time. Comins et al. (1992) similarly observed traveling waves in a two-dimensional host-parasitoid model, with the difference that the waves spiral outward.

Whether such persistent waves occur depends on both the initial conditions and the parameter values. If the pathogen is introduced uniformly with respect to space, the long-term behavior of the model will inevitably be spatially uniform. In such cases, the spatial model (eqn. [7]–[9]) essentially reduces to the nonspatial model. In other words, host and pathogen can still oscillate temporally, and the conditions that permit oscillation are the same as for equations (4)–(6) (fig. 2). This is because any solution to a spatially homogeneous model, such as that given by equations (4)–(6), is also a solution to the same model with diffusion, such as that given by equations (7)–(9) (Hastings 1990).

Even if the pathogen is introduced at a point, for some parameter values the waves of disease damp out to a spatially uniform state. Stable waves only appear for the appropriate parameter values; for example, if $r$ and $\mu$ are on the limit cycle side of the bifurcation locus in figure 2B and are progressively made smaller, eventually the damped spatial waves cease to damp out and instead become stable. In Appendix C, I derive an approximate expression for the boundary between wave trains, or spatial cycles, and spatial homogeneity, and this bound-
Fig. 8.—Cyclic spatial waves: simulations of trains of waves of NPV disease of *Orgyia*. This figure is a continuation of fig. 4. In each graph, a wave of healthy hosts is chasing a wave of infected hosts from left to right, but the peaks are only shown when they reach a distance of about 80 km from the origin. In other words, successive waves of disease are generated at the origin, and then proceed down the horizontal axis. See figs. 3 and 4 for parameter values.

ary is plotted in figure 9. The lack of long-term spatially referenced data sets of insect diseases means that there is no way to compare the model predictions, such as figure 9, to what occurs in nature. Nevertheless, it is encouraging that, for the parameters estimated for *Orgyia*, the region of parameter space in which cycles of traveling waves occur is also larger than the area of parameter space in which temporal cycles occur in the original Anderson and May (1981) model, which indicates that such cycles may well occur in nature.
FIG. 9.—Parameter space for cyclic waves of disease for the spatial model, eqs. (7)–(9), compared with the nonspatial models, eqs. (1)–(3), and (4)–(6). Cycles occur for pairs of values of r and μ that are on the origin side of the plotted curves. For the nonspatial models, the cycles are temporal, while for the spatial model the cycles occur in both time and space. The large range of combinations of r and μ that give cyclic wave trains suggests that such cyclic waves may in fact occur in nature.

One of the interesting aspects of the spatial cycles generated by equations (7)–(9) is that they are a function of spatial scale. In particular, repeated waves will only occur if the spatial domain is large enough relative to the dispersal ability of the host. This is similar to the critical patch phenomenon of simple models that incorporate dispersal plus population growth (Okubo 1980). In figure 10, I have plotted the distance between successive peaks as a function of μ for Orgyia, based on a calculation in Appendix C. For μ = 0.01/day, this theoretical wavelength, which is a rough estimate of the minimum spatial domain in which repeated waves can form, is about 1 km. Field data indicate that Orgyia populations driven by a virus disease are in synchrony at 10–50 km (Mason 1978), which at least does not grossly contradict my theoretical guess for a minimum spatial domain.

DISCUSSION

Incorporating the realistic complication of density-dependent host reproduction into an otherwise simple invertebrate host-pathogen model increases the likelihood that host and pathogen will be driven into stable cycles. This result suggests that Anderson and May’s (1981) conclusion is robust; that is, under the more complicated conditions in nature, host and pathogen will indeed cycle.

Introducing spatial structure into the model makes it possible to use the model
to describe the spread of insect pathogens in both space and time. Although the
model defined by equations (7)–(9) is still comparatively simple, it is nevertheless
sufficient to explain the apparently complex phenomenon of insect pathogen spa-
tial spread, even without complex mechanisms of dispersal. Significantly, this
conclusion was not obvious from the existing data (Entwistle et al. 1983), even
though the data were derived from experimental releases of pathogens. Of course,
whether the model embodies the correct mechanism of pathogen dispersal can only be established in the field.

Introducing spatial structure also allows for the possibility of cycles in both
time and space. In the absence of any data, it is impossible to know whether
such cycles actually occur, but if they did they would be difficult to detect. Gypsy
moth populations in different areas on the east coast of the United States, for
example, oscillate in asynchrony (J. S. Elkinton, personal communication). Since
the spatial scales involved are on the order of hundreds of kilometers and the
habitat is very patchy, it is difficult to tell if such oscillations are repeated trains
of virus waves. The mere possibility is nevertheless interesting, especially since
such asynchrony is usually explained in terms of variation in local conditions,
such as predation rates (Elkinton and Liebhold 1990) or host foliage chemistry
(Keating and Yendol 1987).

In short, simple mathematical disease models can play a useful role in delineat-
ing the possible and probable dynamics of insect host-pathogen interactions and
can provide simple explanations of complex spatial phenomena. In addition, how-
ever, such models can have practical applications. For example, the wave speed
calculation that I have given here can be used to answer critical questions in the use of pathogens in pest control. Genetically engineered polyhedrosis viruses have been produced that are of dramatically different virulence and longevity than wild strains (Wood and Granados 1991). Before such viruses can be widely used in the field, however, concerns over environmental risks require a knowledge of how far they will spread from the point of release. The wave speed can be used to make this calculation, with the advantage that many of the input parameters can be estimated in the lab. Similarly, Otvos et al. (1987b) discovered that, when the NPV of Orgyia is used as a biological insecticide, the disease can spread at least 250 m in a season. Spraying the virus is very expensive; by using the wave speed calculation to estimate how far the disease will spread, the virus could be sprayed over a potentially much smaller area. The result would be much more cost-effective biological pest control.
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APPENDIX A

LIMIT CYCLE BEHAVIOR FOR A MODEL WITH DENSITY DEPENDENCE

In this appendix, I derive the conditions for which equations (4)–(6) can have a limit cycle. The approach is to delineate the area of parameter space for which the equations may potentially undergo what is known mathematically as a Hopf bifurcation (Marsden and McCracken 1976). Although this may sound daunting, all that is required to understand any of the appendixes in this article is an understanding of the qualitative theory of ordinary differential equations, sometimes known as linear stability analysis (for a clear exposition see Odell 1981).

To reduce the number of parameters, I begin by making equations (4)–(6) nondimensional according to

\[ s = \frac{S}{K} \quad i = \frac{I}{K} \quad p = \frac{P}{K} \quad t = vKT \]

and

\[ \epsilon = \frac{r}{vK} \quad \delta = \frac{\alpha}{vK} \quad \omega = \frac{\lambda}{vK} \quad \gamma = \frac{\mu}{vK}. \]
This turns equations (4)–(6) into
\[ \frac{ds}{dt} = \epsilon[1 - (s + i)]s - ps, \]  
\[ \frac{di}{dt} = ps - [\delta + \epsilon(s + i)]i, \]
and
\[ \frac{dp}{dt} = \omega i - \gamma p. \]

For Anderson and May's model (eqns. [1]–[3]) equation (A3) is
\[ \frac{dp}{dt} = \omega i - \gamma p - (s + i)p. \]

For *Orgyia*, \( \nu \) is very small compared to \( \lambda, \mu, \) and \( K. \) As a result, \( \omega \) and \( \gamma \) are very large compared to one, so that it is probably safe to neglect the last term on the right-hand side of equation (A4), which represents the rate of consumption of the pathogen by the host. Simulations confirm that this expression has little effect on the dynamics of the model.

The equilibrium points of the system described by equations (4)–(6) are
\[ \delta = 1 \quad i = 0 \quad \hat{p} = 0 \]  
\[ \delta = 0 \quad i = 0 \quad \hat{p} = 0 \]
\[ \delta = \frac{\gamma}{\omega} \left[ \gamma \epsilon (e + \delta) + \delta \omega \right] \quad i = \frac{\gamma \epsilon}{\omega^2} \left[ \omega - \gamma (e + \delta) \right] \quad \hat{p} = \frac{\epsilon}{\omega} \left[ \omega - \gamma (e + \delta) \right]. \]

For the disease to maintain itself in the system, it must of course have a positive equilibrium: this requires
\[ \frac{\omega}{\gamma} - (e + \delta) > 0. \]

In the main text, I use the dimensionalized version of this condition. The standard linearization procedure (May 1974; Odell 1981) around the critical points \( (\delta, i, \hat{p}) \) yields the Jacobian matrix
\[
\begin{pmatrix}
-\epsilon & -\epsilon & -\delta \\
\frac{\omega}{\gamma} - \epsilon & i & -\phi \\
0 & \omega & -\gamma,
\end{pmatrix}
\]
where \( \phi = \delta + \epsilon \delta - 2\epsilon i. \) The equation for the eigenvalues of the Jacobian is then
\[ \theta^3 + a\theta^2 + b\theta + c = 0, \]
where
\[ a = \epsilon \delta + \gamma + \phi, \]
\[ b = \epsilon \delta (\gamma + \phi) + \phi \gamma - \omega \delta + \epsilon \delta \left( \frac{\omega}{\gamma} - \epsilon \right), \]
and
\[ c = \delta \left( \frac{\omega}{\gamma} - \epsilon \right) (\omega + \epsilon \gamma) + \epsilon \delta (\phi \gamma - \omega \delta). \]
At the internal equilibrium (A7), a Hopf bifurcation to a limit cycle can only occur if, for some values of the parameters, there is a pair of pure imaginary eigenvalues. Since complex eigenvalues only come in pairs, the remaining eigenvalue is necessarily real, and for a Hopf bifurcation it must be negative. For these conditions to be satisfied, the characteristic equation for the eigenvalues must factor as

\[(\theta + j\eta)(\theta - j\eta)(\theta + r) = 0,\]

where \(j = \sqrt{-1}\), \(r\) is the real root, and \(\pm j\eta\) is the pure imaginary pair, so that

\[\theta^3 + r\theta^2 + \eta^2\theta + r\eta^2 = 0.\] \hspace{1cm} (A9)

Since equation (A9) is the same as equation (A8), \(r = a\), \(\eta^2 = b\), and \(r\eta^2 = c\). Accordingly, for a Hopf bifurcation to occur, it first of all must be the case that

\[r > 0\]

and

\[\eta^2 > 0.\]

The first condition is obviously true, and it is easy to show that the second condition always holds as well. A third condition is that the expression for \(\eta^2\) divided by the expression for \(r\) must equal the expression for \(\eta^2\). The resulting expression gives the locus of points in the parameter space for which there is a pair of complex eigenvalues. If a Hopf bifurcation to a stable limit cycle occurs, then, as the parameters are varied so that this boundary is crossed, a limit cycle will appear. Proving that a Hopf bifurcation occurs across this boundary is exceedingly difficult, so we are forced to resort to numerical simulations. The simulations confirm that a stable limit cycle appears on one side of this locus of points.

APPENDIX B

WAVE SPEED CALCULATION

In this appendix, I derive an expression for the minimum wave speed, which I use in figures 5 and 6. Although the analysis treats partial differential equations, as in Appendix A all that is required to understand what follows is a familiarity with the qualitative theory of ordinary differential equations. I begin by making equations (7)–(9) nondimensional: the nondimensionalization is the same as for the nonspatial model, described by equations (4)–(6) (see App. A), with the addition of the transformation for \(X\)

\[x = \sqrt{\frac{vK}{D}}X.\]

Equations (7)–(9) then become

\[\frac{\partial s}{\partial t} = \epsilon[1 - (s + i)]s - ps + \frac{\partial^2 s}{\partial x^2},\]

\[\frac{\partial i}{\partial t} = ps - [\delta + \epsilon(s + i)]i + \frac{\partial^2 i}{\partial x^2},\]

and

\[\frac{\partial p}{\partial t} = \omega i - \gamma p.\]

The simulations indicate that there are solutions of the model that form waves traveling with constant shape at a constant speed, so that the model can be converted to a moving
coordinate system using the transformation \( \xi = x + kt \). This translates the system of partial differential equations to a system of ordinary differential equations, so that

\[
ks' = \epsilon[1 - (s + i)]s - ps + s'',
\]

\[
ki' = ps - [\delta + \epsilon(s + i)]i + i'' ,
\]

and

\[
kp' = \omega i - \gamma p ,
\]

where the prime symbol indicates differentiation with respect to \( \xi \). To further convert this second-order system to a first-order one, I introduce the variables \( y \) and \( z \) such that \( s' = z \) and \( i' = y \) to give the first-order system

\[
s' = z ,
\]

\[
z' = kz - \epsilon[1 + (s + i)]s + ps ,
\]

\[
i' = y ,
\]

\[
y' = ky + [\delta + \epsilon(s + i)]i - ps ,
\]

and

\[
p' = \frac{\omega}{k}i - \frac{\gamma}{k}p .
\]

This set of ordinary differential equations has three critical points (or equilibria): \((s, z, i, y, p) = (1, 0, 0, 0, 0)\); \((s, z, i, y, p) = (0, 0, 0, 0, 0)\); and \((s, z, i, y, p) = (\delta, 0, i, 0, \rho)\), where \( \delta, i, \) and \( \rho \) represent the internal equilibrium in Appendix A. A traveling wave solution is thus a trajectory from \((1, 0, 0, 0, 0)\) to \((\delta, 0, i, 0, \rho)\) for which \( s, i, \) and \( p \) are always positive. As in Appendix A, this requires that

\[
\frac{\omega}{\gamma} = (\epsilon + \delta) > 0 .
\]

The interpretation of this condition is slightly different, however; whereas for the nonspatial model this was a condition on whether the disease would maintain itself in the system, here it is as well a condition on whether there will be a traveling wave. That is, if equation (B6) is satisfied, then a traveling wave will form; if not, the disease will barely spread from the point of introduction.

Given that equation (B6) holds, the calculation of the minimum possible wave speed proceeds from an analysis of the eigenvalues of the system given by equations (B1)–(B5) linearized around \((1, 0, 0, 0, 0)\). The eigenvalues associated with this point are \( \theta = \frac{k}{2} \pm \sqrt{k^2 + 4\epsilon}/2 \) and the roots of the cubic

\[
f(\theta) = \theta^3 - \left(k - \frac{\gamma}{k}\right)\theta^2 - (\delta + \epsilon + \gamma)\theta + \frac{1}{k}[\omega - \gamma(\delta + \epsilon)] .
\]

Since \( f(\pm \infty) = \pm \infty, f'(0) = -(\delta + \epsilon + \gamma) < 0 \), and if equation (B6) holds, \( f(0) > 0 \), then for any set of parameters, \( f(\theta) \) looks like the curves in figure B1. As \( k \) is decreased, \( f \) will successively look like figure B1A, B, and C. If \( f \) looks like figure B1A it will have one negative real root and a complex conjugate pair of roots, so that the solutions near the critical point will oscillate. Since at this critical point \( i = p = 0 \), oscillatory solutions imply negative population sizes, which is of course not realistic. Figure B1B thus represents the minimum possible value of \( k \), denoted \( k_c \). For this minimum, \( f'(0) = 0 \) and \( f(0) = 0 \), allowing me to eliminate \( \theta \) from equation (B7) to find \( k_c \) in terms of the other parameters. From this procedure, \( k_c \) is given by the positive root of \( g(k_c^2) \) where

\[
g(z) = 2z^3 + [3\gamma + 9(\epsilon + \delta)]z^2 - [27\omega + 3\gamma^2 - 18\gamma(\delta + \epsilon)]z + \{z^2 + z[\gamma + 3(\delta + \epsilon)] + \gamma^2\}^{3/2} - 2\gamma^3 .
\]
Fig. B1.—The calculation of the minimum wave speed in App. B. As the wave speed is decreased, \( f \) in eq. (B7) looks successively like \( A \), \( B \), and \( C \). In \( A \), \( f \) has two real positive roots; in \( C \), \( f \) has two complex positive roots; and in \( B \), \( f \) has two (identical) real positive roots.
The information that \( g(0) = -2\gamma^3 < 0 \), \( g(\pm \infty) = \pm \infty \), and, if equation (B6) holds, \( g'(z) < 0 \) can be used to sketch \( g(z) \) to show that it has a unique positive root; this root is the minimum possible velocity for a traveling wave of disease. Figures 5 and 6 were generated by redimensionalizing equation (B8).

It remains to be shown that there is no trajectory from \( (s = 1, 0, 0, 0, 0) \) to the origin. The eigenvalues of the system linearized about the origin are

\[
\theta = \frac{k \pm \sqrt{k^2 - 4\gamma}}{2}, \quad \frac{-\gamma}{k} \quad \frac{k \pm \sqrt{k^2 - 4\delta}}{2}.
\]

In the vicinity of the origin, the trajectories that approach the origin as \( \xi \to +\infty \) will be governed by the solutions with negative eigenvalues, that is, by \( \theta = -\gamma/k \). The eigenvector associated with this eigenvalue is the transpose of

\[
[0, 0, 0, 0, A], \quad (B9)
\]

where \( A \) is a constant determined by the initial conditions. This means that trajectories that approach the origin do so in the \( s = y = i = z = 0 \) subspace. For the system defined by equations (B1)–(B5), again \( \xi \) is reversible, so that we can replace \( \xi \) by \( -\xi \) and move backward along any trajectory. If we make the substitution \( \tau = -\xi \) in equations (B1)–(B5) and move backward from \( s = y = i = z = 0 \), we see that \( s = y = i = z = 0 \) for all positive \( \tau \) regardless of the initial value of \( p \). This means that any trajectory for which \( s = y = i = z = 0 \) had \( s = y = i = z = 0 \) for all previous \( \xi \); in other words, any trajectory leaving \((1, 0, 0, 0, 0)\) will never reach the origin. The only possibility is thus that traveling wave solutions have trajectories from \((1, 0, 0, 0, 0)\) to \((\delta, 0, \ell, 0, \beta)\).

**APPENDIX C**

**Repeated Waves**

In this appendix, I attempt to find a locus of points in parameter space for which a Hopf bifurcation occurs in what is essentially the "exact traveling wave space" of equations (7)–(9)—that is, equations (B1)–(B5). I use the resulting expression to generate figures 9 and 10. My basic approach is motivated by the simulation results; that is, the simulations indicate that a stable limit cycle occurs. By this I mean that the traveling wave solutions recur (fig. 10): the initial wave of disease gives way to periodically recurring waves. Accordingly, I seek conditions on the parameters for which a limit cycle is possible. I begin in the usual way, by linearizing equations (B1)–(B5) around the internal equilibrium (A7). (If you skipped the last two appendixes, all that any one of them requires is an understanding of so-called linear stability analysis.) The resulting Jacobian gives the characteristic equation

\[
\theta^5 + a\theta^4 + b\theta^3 + c\theta^2 + d\theta + e = 0, \quad (C1)
\]

where

\[
a = \gamma/k - 2k, \\
b = k^2 - \left( \gamma + \varepsilon \delta + \gamma + \varepsilon \ell + \frac{\omega \delta}{\gamma} \right), \\
c = k \left( \gamma + \varepsilon \ell + \frac{\omega \delta}{\gamma} \right) - \varepsilon \delta \left( \frac{\gamma}{k} - k \right) - \frac{\varepsilon \gamma \ell}{k}, \\
d = \varepsilon \delta \left( \gamma + \varepsilon \ell + \frac{\omega \delta}{\gamma} \right) + \varepsilon \gamma \ell + \varepsilon \delta \left( \frac{\omega}{\gamma} - \varepsilon \right),
\]
and

\[ e = \frac{\omega^2}{\gamma k} \delta t. \]

In order to have a Hopf bifurcation at the internal equilibrium, among other things there must be a pair of complex eigenvalues whose real part changes sign. In other words, if I divide equation (C1) by \((\theta + j\eta)(\theta - j\eta)\), where \(j = \sqrt{-1}\) and \(\eta\) is the imaginary part of the eigenvalues whose real part changes sign, then the remainder will be zero. Synthetic (or long) division yields a cubic

\[ f(\theta) = \theta^3 + a\theta^2 + (b - \eta^2)\theta + (c - a\eta^2) = 0, \tag{C2} \]

with remainder

\[ (d - b\eta^2 + \eta^4)\theta + e + a\eta^4 - c\eta^2 = 0. \tag{C3} \]

The shape of the cubic (C2) and the condition (C3) both depend on the wave speed \(k\); from Appendix B, I know the minimum wave speed, which is apparently the stable wave speed as well. Given the wave speed, the shape of the cubic can be determined from its coefficients. For parameter values for *Orgyia* (Dwyer 1992; fig. 3), \(a < 0\) and \(c > 0\), which means that \(f(0) > 0\) and \(f''(0) < 0\). These conditions can be used to sketch the cubic (C2) to show that, of the remaining three eigenvalues, one is a negative real, and the other two are possibly complex but always have positive real part. At this point, it is important to remember that we are attempting to analyze the behavior of partial differential equations; in other words, the stability of the ordinary differential equations (B1)–(B5) does not tell us the stability of traveling wave solutions of equations (7)–(9). In practical terms, the stability of the partial differential equations can only be determined by numerical simulation. The important point is thus that the linear analysis indicates that the internal equilibrium of equations (B1)–(B5) should not have a Hopf bifurcation. The Hopf bifurcation requires that all the eigenvalues should have negative real part except for the pair whose real part changes sign, whereas here there is a pair with positive real part. Nevertheless, the simulations show that a limit cycle does occur (and that the cycles are not due to a homoclinic orbit between the internal equilibrium and \([K, 0, 0]\)). Heuristically, I interpret this to mean that stable solutions to the partial differential equations are equivalent to trajectories of equations (B1)–(B5) that approach the internal equilibrium as \(\xi \to \infty\) and are spanned by the eigenvectors associated with the eigenvalue having negative real part and the pair of eigenvalues whose real part changes sign (a similar approach is followed by Murray et al. [1986] and Yachi et al. [1990]). The condition that a pair of eigenvalues have zero real part does not show that a Hopf bifurcation occurs; instead, I use this condition as a heuristic to describe what the simulations indicate is happening.

In any event, since \(a < 0\) and \(\eta^2 > 0\),

\[ \eta^2 = \frac{b - \sqrt{b^2 - 4d}}{2} = \frac{c}{a} + \sqrt{\left(\frac{c}{a}\right)^2 - 4\left(\frac{e}{a}\right)}, \]

This condition gives the bifurcation locus in figure 10 and describes the outcome of the simulations for a broad range of parameter values. It does so only approximately, however; as the parameter values get close to the bifurcation locus, it becomes very difficult to tell whether the solutions approach a spatially uniform cycle. Part of the difficulty is that the solutions are only rarely perfect trains of waves; that is, often the point from which the waves travel moves, so that in many cases trains of waves proceed in both directions from somewhere in the middle of the spatial domain. This is in spite of using "no-flux" boundary conditions \(\partial \phi/\partial x = 0\) at the end at which the pathogen is introduced and "absorbing" boundary conditions \(\partial \phi/\partial x = -Q\), where \(Q\) is an arbitrary constant) at the opposite end. Indeed, even when the simulations were close to a perfect spatial uniform equilibrium, sometimes instabilities at the boundaries pushed the solutions into an irregular fluctuating
pattern. This was exacerbated if the spatial grid used to approximate the partial differential equations was too coarse: a coarse enough grid can even produce a spuriously chaotic pattern. Since too small a spatial domain can cause the spatial cycles to disappear, numerical solutions thus represent a trade-off between too coarse a spatial grid and too small a spatial domain.

In any case, given the expression for the Hopf bifurcation locus, the expression for the minimum wavelength in figure B1 can be derived in the following way: \( \eta^2 \) is related to the period of oscillation of solutions of equations (B1)–(B5) according to

\[
\eta (\xi_1 - \xi_2) = 2\pi ,
\]

(C4)

so that \( (\xi_1 - \xi_2) = 2\pi/\eta \). For fixed \( t \), since \( \xi = x + kt \),

\[
\xi_1 - \xi_2 = x_1 - x_2 = \frac{2\pi}{\eta} .
\]

(C5)

The minimum distance between peaks of disease, the minimum wave length, is thus \( 2\pi/\eta \).

---
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