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ABSTRACT: In deterministic models of epidemics, there is a host
abundance threshold above which the introduction of a few infected
individuals leads to a severe epidemic. Studies of weather-driven
animal pathogens often assume that abundance thresholds will be
overwhelmed by weather-driven stochasticity, but tests of this as-
sumption are lacking. We collected observational and experimental
data for a fungal pathogen, Entomophaga maimaiga, that infects the
gypsy moth, Lymantria dispar. We used an advanced statistical-
computing algorithm to fit mechanistic models to our data, such
that different models made different assumptions about the effects
of host density and weather on E. maimaiga epizootics (epidemics
in animals). We then used Akaike information criterion analysis to
choose the best model. In the best model, epizootics are driven by a
combination of weather and host density, and the model does an ex-
cellent job of explaining the data, whereas models that allow only
for weather effects or only for density-dependent effects do a poor
job of explaining the data. Density-dependent transmission in our
best model produces a host density threshold, but this threshold
is strongly blurred by the stochastic effects of weather. Our work
shows that host-abundance thresholds may be important even if
weather strongly affects transmission, suggesting that epidemiolog-
ical models that allow for weather have an important role to play in
understanding animal pathogens. The success of our model means
that it could be useful for managing the gypsy moth, an important
pest of hardwood forests in North America.

Keywords: host population threshold, environmental stochasticity,
SEIR model, fungal pathogen, biological control, stochastic disease
model.

Introduction

Understanding how weather and density combine to drive
the dynamics of animal pathogens is a long-standing chal-

* Present address: Department of Biology, Emory University, Atlanta, Geor-
gia 30322.
T Corresponding author; email: gdwyer@uchicago.edu.
ORCIDs: Dwyer, https://orcid.org/0000-0002-7387-2075.
Am. Nat. 2020. Vol. 195, pp. 504-523. © 2020 by The University of Chicago.

0003-0147/2020/19503-58558$15.00. All rights reserved.
DOI: 10.1086/707138

lenge in disease ecology. Classical epidemiological models
assume that host-pathogen dynamics are driven entirely
by density-dependent transmission (Keeling and Rohani
2008), and this assumption has been supported by field data
on a range of animal pathogens (Dwyer and Elkinton 1993;
McCallum 2016). Field studies of other pathogens have in-
stead documented strong effects of weather and climate
(Harvell et al. 2002), but these latter studies have usually
relied on linear or generalized linear statistical models
(Cooch et al. 2012; Tjaden et al. 2018). Such models effec-
tively assume that the effects of weather overwhelm the ef-
fects of host density, but it seems likely that this assump-
tion is often incorrect.

Given these parallel results, it further seems likely that
the dynamics of animal pathogens are often driven by
both density-dependent transmission and weather, but
direct tests of this hypothesis are sorely lacking. Part of
the problem is that disentangling the effects of density
and weather requires a combination of extensive data sets
and advanced model-fitting algorithms (King et al. 2008),
but such a combination is rare in studies of animal path-
ogens. We therefore collected a data set on the effects of
weather and density on a fungal pathogen of the gypsy
moth, Lymantria dispar, and we used an advanced com-
putational algorithm to fit mechanistic models to our data.
This allowed us to choose between mechanistic models that
allow for effects of weather, effects of density-dependent
transmission, or both.

In addition to understanding the interaction between
weather and density-dependent transmission, one of our
goals is to understand how environmental stochasticity af-
fects disease dynamics. In theoretical ecology, the term “en-
vironmental stochasticity” refers to any type of random var-
iation in a model’s parameter values (Keeling and Rohani
2008), as distinct from demographic stochasticity, which
results from the chance events that befall individuals (Hil-
born and Mangel 1997). Although it seems likely that envi-
ronmental stochasticity could be induced by the effects of
random dispersal and spatial structure (Bolker and Pacala
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1999), in practice environmental stochasticity is almost in-
variably assumed to be due to the capricious effects of
weather (Wang and Kotamarthi 2015). In studying the ef-
fects of weather on disease spread, we are thus attempting to
understand how disease spread is affected by environmen-
tal stochasticity.

The distinction between environmental stochasticity and
demographic stochasticity is important partly because
theories of the effects of stochasticity on pathogens have
largely focused on demographic stochasticity (Daley and
Gani 1999). In many deterministic disease models, there
is a host population threshold above which an epidemic
can result from the introduction of just a few infected in-
dividuals and below which the epidemic fails altogether
(Kermack and McKendrick 1927). This is important be-
cause, for many animal diseases, host population sizes or
densities often vary strongly over time and space (Lloyd-
Smith et al. 2005). This in turn means that, in applications,
it is often important to ask, Is the host density high enough
for an epizootic to occur? (An epizootic is an epidemic in
an animal population.) Because the better-known net re-
productive ratio R, assumes that host densities are con-
stant, the host population threshold is often a more useful
summary statistic than R,.

Understanding the effects of stochasticity on host den-
sity thresholds is therefore an important goal in disease
ecology. In particular, including demographic stochastic-
ity can lead to at least mild epizootics below the thresh-
old or no epizootic at all above the threshold (Daley and
Gani 1999). Demographic stochasticity can thus turn the
vanishingly narrow threshold density of deterministic mod-
els into a range of densities over which an epizootic may oc-
cur. This variation in the threshold has been proposed as an
explanation for why efforts to quantify thresholds in the
field have often been unsuccessful (Lloyd-Smith et al. 2005).

The effects of demographic stochasticity, however, are
quite weak unless the host density threshold and the ini-
tial number of infected hosts are both low (fig. 1). This re-
quirement may be met in some host-pathogen systems
(Lloyd-Smith et al. 2005), but in others epizootics occur
only when the initial number of hosts is high (Moreau
and Lucarotti 2007). In such cases, demographic stochas-
ticity likely plays a limited role. This is important because
if weather has strong enough effects, environmental sto-
chasticity may eliminate host density thresholds altogether.

Environmental stochasticity may thus have much stron-
ger effects on disease dynamics than demographic stochas-
ticity. Models of environmental stochasticity, however, have
only rarely been fit to data from nature. The effects of envi-
ronmental stochasticity on disease density thresholds are
therefore poorly understood.

To better understand the interaction between weather
and density-dependent transmission, we collected data
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on epizootics of Entomophaga maimaiga, a fungal patho-
gen of the gypsy moth. We used our data to choose be-
tween models that make different assumptions about the
effects of weather and density-dependent transmission,
and we used the models to understand the extent to which
weather obscures the host density threshold for this dis-
ease. For fungal insect pathogens like E. maimaiga, vari-
ability in host density is often paired with strong effects
of weather (Hesketh et al. 2010), so fungal insect pathogens
provide useful systems for testing models that include ef-
fects of both weather and host abundance.

Choosing between models required that we calculate
the maximum likelihood of each model. To do this, we
fit mechanistic epidemiological models to our data (Ken-
nedy et al. 2015). Mechanistic model fitting has similarly
been used in work showing that some human pathogens
are affected by both weather and host abundance (King
etal. 2008; Laneri et al. 2010; He et al. 2011). Weather pre-
sumably has even stronger effects on animal pathogens,
but data sets on animal pathogens are often insufficient
to allow for mechanistic model fitting, especially for the
vertebrate pathogens that are the focus of many studies
in disease ecology (McCallum 2016).

Moreover, previous applications of model-fitting algo-
rithms, whether to human or animal pathogens, have used
only observational data, which can make it harder to choose
between mechanistic ecological models (Cobey and Basker-
ville 2016). For some animal pathogens, however, and espe-
cially for pathogens of invertebrates (Civitello et al. 2013;
Dallas et al. 2018; Shocket et al. 2018), experiments are fea-
sible (Rachowicz et al. 2006; Adelman et al. 2015). For in-
sect pathogens like E. maimaiga in particular, the small size
of the host makes experiments straightforward (Elderd
2013). We therefore fit our models to a combination of ob-
servational and experimental data on E. maimaiga.

Our results show that the best model includes effects of
both host density and weather, such that infection rates
increase with increasing host density, increasing rainfall
and relative humidity, and decreasing temperature. Previ-
ous work has similarly shown that cool, moist weather has
positive effects on E. maimaiga (Weseloh and Andreadis
1992; Hajek 1999; Reilly et al. 2014) and has provided
mixed but reasonably convincing evidence for positive ef-
fects of host density (Weseloh and Andreadis 1992; Lieb-
hold et al. 2013; Hajek et al. 2015; Hajek and van Nouhuys
2016). We then show that weather-driven stochasticity
adds substantial variation to the host density threshold
without obliterating it. The effect is that there is a range of
host densities over which epizootic severity varies widely
depending on weather conditions. This range is far broader
than in models with demographic stochasticity, illustrating
the strong effects that weather and environmental stochas-
ticity can have on animal pathogens. As we discuss, the gypsy
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Figure 1: Cumulative infection rates versus number of hosts for the deterministic susceptible-infected-recovered (SIR) model (pink line;
vertical blue line is the threshold) and the SIR model with demographic stochasticity (black points are simulations, 100 at each population
size; red lines are upper 95th and lower 5th percentiles; appendix). Above the threshold in A (initial number infected I(0) = 1), there is a
significant probability of either no epidemic or a severe epidemic, but unless the susceptible population is small, there is only a small prob-
ability of a moderate epidemic. When susceptible and infected populations are large, as in D, the stochastic SIR predictions approach the
deterministic SIR prediction. Here we use a simple SIR model, but see Dallas et al. (2018) for a similar but more detailed model of fungal

epizootics in Daphnia dentifera in the laboratory.

moth is an introduced pest of hardwood forests in North
America (Elkinton and Liebhold 1990), so our work has im-
plications for gypsy moth control as well as for our under-
standing of the many diseases that are affected by variation
in weather (Harvell et al. 2002; Altizer et al. 2013).

Methods

Modeling the Gypsy Moth-Entomophaga
maimaiga Interaction

Entomophaga maimaiga Natural History and General
Model Structure. Like many outbreaking insects (Hunter
1991), the gypsy moth has only one generation per year,

and E. maimaiga only infects larvae. The models that we
used therefore describe only single epizootics and do not
include host reproduction. To allow for a realistic delay
between infection and infectiousness, we began with a
susceptible-exposed-infectious-recovered (SEIR) model
from human epidemiology. SEIR models allow for a delay
by including equations for multiple exposed-but-not-yet-
infectious stages (Keeling and Rohani 2008).

We modified this model to allow for the two infectious
stages of E. maimaiga. The first infectious stage consists of
resting spores (Hajek 1997), which overwinter in the soil
before germinating in the spring (Hajek 1999). Resting
spore germination ends partway through the larval sea-
son, but larvae infected by resting spores die and release
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aerial infectious spores known as conidia, the second in-
fectious stage. Conidia drive transmission during most of
the larval period, leading to multiple rounds of transmis-
sion that can decimate the host population. Near the end
of the larval period, infectious larvae instead produce
resting spores, which overwinter instead of germinating.
In our study area in the lower peninsula of Michigan, lar-
vae hatch in early May and pupate in early to mid-July, so
the model describes the period between early May and
early to mid-July.

Including both resting spores and conidia is impor-
tant partly because previous work has shown that resting
spore transmission rates are largely unaffected by host
density (Hajek 1999; Hajek and Eastburn 2001), whereas
conidia-driven transmission is strongly affected by host
density (Weseloh and Andreadis 1992). We thus assume
that transmission from conidia is density dependent, but
we also assume that resting spore transmission is density
dependent. We make this latter assumption because the
reason why resting spore transmission is unaffected by
host density is probably that resting spore transmission
leads only to the production of conidia rather than to ad-
ditional resting spores. A lack of evidence for effects of
host density on resting spore transmission therefore does
not mean that resting spore transmission is not density
dependent.

In outbreaking gypsy moth populations, host densities
are generally at least one larva per square meter of foliage
(Dwyer and Elkinton 1993), while outbreaks typically en-
compass areas of at least square kilometers. The total
number of host larvae in outbreaking populations is thus
at least in the hundreds of thousands of individuals. It is
therefore likely that demographic stochasticity has no more
than weak effects on E. maimaiga epizootics, so our models
include environmental stochasticity but not demographic
stochasticity. One consequence of this assumption is that
the state variables in our models are expressed as real num-
bers. In models of demographic stochasticity, in contrast,
the state variables are instead expressed as integers, as they
are in figure 1.

Because gypsy moth densities vary greatly between
populations (Elkinton and Liebhold 1990), in our models
we allow for density-dependent transmission instead of
frequency-dependent transmission. More broadly, insect
pathogens are well known to show density-dependent trans-
mission (Elderd 2013), so our main goal was to understand
the interacting effects of density-dependent transmission
and weather rather than to test whether transmission is den-
sity dependent instead of frequency dependent. As we will
show, infection rates clearly increase with increasing host
density, supporting this assumption.

In allowing for stochasticity, we assumed that stochas-
tic perturbations occur on a daily timescale. The disease
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ecology literature in contrast often assumes that stochas-
tic perturbations occur over infinitesimal timescales (Ionides
et al. 2006; King et al. 2008), yielding what are known as
stochastic differential equations (Oksendal 2013). Models
like ours, in which the stochastic perturbations occur over
a discrete timescale, have been referred to as random ordi-
nary differential equations (Han and Kloeden 2017). An
advantage of our approach is that, conditional on the val-
ues of the stochastic terms, random ordinary differential
equations can be numerically integrated using methods
from deterministic calculus (Han and Kloeden 2017),
whereas numerical integration of stochastic differential
equations requires more complex algorithms (Oksendal
2013). We were therefore able to use an integration routine
for ordinary differential equations, specifically a Runge-
Kutta-Fehlberg predictor-corrector routine from the GNU
Scientific Library (Gough 2009). Daily stochastic pertur-
bations also provide an intuitive description of the effects
of stochasticity in our system, in the sense that weather
fronts in our study area passed over on timescales of
1-4 days, while the host insect has a 24-h activity cycle
(Lance et al. 1987).

For each day 7 in our model, where 7 is an integer, we
use the Runge-Kutta-Fehlberg routine to integrate from
t = 0 days to t = 1 day, where ¢ is a real number. The
general structure of our within-day models is then

ds,
dt = _VR,TSTRT(O) - VC,TSTCT) (1)
dE
d—;l = VR,TSTRT(O) + VC,TSTCT - mAEr,l) (2)
dE,;
— = mAE,;., —mAE,;, j=2..,m,  (3)
dt
dc,
? = m)\E,,m - ,LLC,TC,,. (4)

Here, S,(t) is the density of uninfected or “susceptible” lar-
vae during day 7, and R,(0) is the density of resting spores
during that day. Resting spores only cause infections dur-
ing the resting spore germination period, 0 < 7 < T. Be-
cause we have little information about resting spore dy-
namics during the germination period, we assumed for
simplicity that resting spore density is constant during ger-
mination. To allow for variation in resting spore density
across populations, we assumed that each population has
its own resting spore density, which we estimated from
the data.

In our weather-dependent models, the weather on day
7 determines the conidial decay rate p, and the transmis-
sion rates vy, for resting spores R and v, for conidia C. As
part of the transmission functions v, and vy ,, we include
a function D(7) to allow for larval growth. We included

This content downloaded from 205.208.116.024 on February 26, 2020 00:56:07 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



508 The American Naturalist

this function so that the model could account for the sharp
increases in infection rates that are apparent in epizootics
late in the larval season. These increases are likely due to
larval growth during the epizootic because bigger larvae
make bigger targets for conidia (Weseloh and Andreadis
1992). Because larvae grow faster when temperatures are
higher (Elkinton and Liebhold 1990), D(7) is a simple
degree-day function, in which larval size increases linearly
as temperatures increase above 10°C, the lowest tempera-
ture at which larvae can grow (Weseloh and Andreadis
1992). Thus, D(7) serves as a proxy for larval growth.

Infected larvae in the models transition through m ex-
posed classes E,; at rate A. Because the time in each ex-
posed class is thus exponentially distributed, the total time
between infection and death follows a gamma distribution,
with mean 1/ and variance 1/(mA?) (Keeling and Rohani
2008). In practice, we observed that variation in the time to
death is sufficiently low that we set m = 50, thereby ensur-
ing low variation in the speed of kill. Larvae that have
progressed through all 50 stages die, producing conidia
C, that infect additional larvae.

From one day to the next, the initial conditions for equa-
tions (1)-(4) are updated according to:

ST(O) = S‘r*l(l)) 5

R.(0) = R,,(0) for1<7XLT, 6

Er,j(o) = Er—l,j(l))

(5)
(6)
=0 for7>T, (7)
(8)
©)

CT(O) = CT—I(l)'

For each population, the initial density of hosts S,(0) is
given in our data set, and the resting spore density R, < +(0)
is a fit parameter.

Given this model specification, our numerical integra-
tion algorithm works as follows (see the appendix, avail-
able online, for a pseudo-code version of this algorithm).
In each day, the algorithm draws a set of stochasticity terms,
and it uses the stochasticity terms and that day’s weather
to calculate the decay rate and the transmission rates, where
the weather data are given as part of the data set. Next, the
algorithm initializes the state variables, such that the ini-
tial conditions for the day are equal to the ending values
from the preceding day. The algorithm then uses a Runge-
Kutta-Fehlberg routine to numerically integrate equa-
tions (1)-(4) for the day.

When we fit models to our infection rate data, our
weather data set provides covariates in the form of rain-
fall, relative humidity, and temperature. The weather on
each day is therefore fixed in the fitting routine rather than
acting as a source of environmental stochasticity. It might
also have been interesting to instead vary the weather data

9

during the fitting process, perhaps by making random
draws from the weather data before fitting the models or
by using simulated data. Fitting our models to the data,
however, required weeks of wall-clock time, so varying the
weather data in a systematic way was beyond what we could
accomplish.

In our models, we also include environmental stochas-
ticity that is not due to weather variation. Because we do
not attempt to identify the sources of this stochasticity, in
what follows we refer to it as “inherent environmental
stochasticity.” When we quantified the effects of environ-
mental stochasticity on the host density threshold, how-
ever, we also allowed the weather to vary stochastically.
In that latter case, we thus included both inherent envi-
ronmental stochasticity and weather-driven environmen-
tal stochasticity.

Allowing for Stochasticity without Weather Effects on the
Pathogen. In the density-dependence-only model, we in-
clude inherent environmental stochasticity, but we do
not include weather effects on E. maimaiga. In this model,
the transmission functions are

e, = ¥ exp(er,)D(7), (10)
ve, = ¥, explec,)D(7). (11)

Here, the effects of stochasticity are represented by the
random variates €z, and €, while the parameters v, and
¥, determine the rate at which transmission increases with
degree-days D(7). New values of ¢, and €., are drawn in-
dependently each day 7, from normal distributions with
mean 0 and with respective standard deviations o, and
oc. The effect is that transmission of each type of infectious
particle varies randomly each day. Because we exponen-
tiate €z, and €c,, both v, and v¢, follow lognormal distri-
butions, with medians v,D(7) and y,D(7), respectively. In-
cluding more than two types of stochasticity would likely
have led to the nonidentifiability of the standard deviation
parameters, so we do not include stochasticity in conidia
decay.

The assumption that v, and v, are lognormal has the
advantage of guaranteeing that the two transmission rates
are always positive. In a lognormal distribution, however,
the mean and the variance depend on both the mean and
the variance of the corresponding normal distribution
(see the appendix). This means that changing the stan-
dard deviations oy and o of the normally distributed ran-
dom variates €, and €., changes both the mean and the
standard deviation of the transmission rates v, and v¢,
(see the appendix).

Because D(7) depends on temperature, strictly speak-
ing this model includes an effect of weather. Because the ef-
fect is manifest only through the host population, however,
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and because the literature on E. maimaiga has emphasized
that weather mainly affects the pathogen, we refer to this
model as the “density-dependence-only” model. As we will
show, weather stochasticity has only weak effects on this
model, supporting our use of this label.

Modeling Weather Effects. To allow for weather effects,
we define functions that translate our observed weather
data into effects on transmission and conidia decay. First,
previous work showed that transmission increases strongly
with rainfall but that it saturates at high rainfall (Hajek
and Eastburn 2001; Reilly et al. 2014). We therefore as-
sumed that transmission is a logistic function of rainfall,
according to

v, o
1+, eXP(—IPsP(T)) 1+, .

P(r) = (12)

Here, the function p(7) consists of our measurements
of rainfall, while the parameters y,—ys describe how rain-
fall is translated into effects on transmission. To avoid
having nonzero transmission when there was no rainfall,
we constructed P(7) so that when p(7) = 0, P(7) = 0. Be-
cause Weseloh et al. (1993) showed that cumulative rain-
fall is a better predictor of infection rates than daily rain-
fall, p(7) is the sum of the daily rainfall over the preceding
10 days. Preliminary tests showed that summing over
moderately shorter or moderately longer intervals gave
worse fits to the data.

We also allowed for effects of relative humidity and
temperature because conidia production is known to in-
crease with increasing relative humidity and because co-
nidia survival decreases with increasing temperature (Ha-
jek et al. 1990). Because there is no reason to believe that
these changes saturate with increasing humidity or tem-
perature, we used exponential functions in each case, ac-
cording to

M(7)c = Yo exp(y;m(7)), (13)
H(7) = Y5 exp(—yoh(7)). (14)

The functions m(7) (m for moisture) and h(7) (h for heat)
consist of our observations, on day 7, of relative humidity
and temperature, respectively. Parameters ¥ and 1/, then
describe how humidity affects transmission, while v/, and
Y, describe how temperature affects transmission or co-
nidia breakdown, depending on the model. To improve
our ability to detect the effects of weather on transmission,
we used the minimum relative humidity and the maximum
temperature on each day. Doing so ensured that there
would be high variability in each covariate, which in turn
made it easier for us to distinguish between the effects of
the different weather covariates.
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Allowing for Weather but Not Density-Dependent Trans-
mission. In the weather-only models, we eliminated den-
sity dependence in transmission by assuming that per
capita infection risk depends only on weather conditions,
not on resting spore or conidia densities. In these models,
there is thus no distinction between resting spores and co-
nidia. We therefore symbolize transmission as v, where
F stands for “fungus,” and we do not include a separate
equation for conidia density:

ds,
E - _VF,TST’ (15)
dE,
dt’l = VF,TST — m)\E,,l, (16)
dE,;
o= mAE L —mAEy, j=2..,m  (17)

Here, transmission is dependent on daily changes in
weather, so that the transmission function vy, changes with
day 7, where again 7 is an integer. Between days, the state
variables S, and E;, are updated as in the difference
equations (5)-(9).

In the weather-only models, transmission 5, is then
allowed to be the product of all possible combinations
of the weather functions P(7), M(7), and H(7) and the
degree-day function D(7):

ve, = D(r)P(r)M(7)H(7) exp(e,). (18)

Here, stochasticity is represented by the random variate
€, which is again normally distributed with mean 0, here
with standard deviation ;. As in the density-dependence-
only model, this means that transmission v, follows a log-
normal distribution, with median D(7)P(t)M(7)H(7). Also,
changes in the standard deviation ¢ of the normally dis-
tributed random variate €., again change both the mean
and the standard deviation of transmission vy,.

The functions P(7), M(7), and H(7) then depend on our
observed values of rainfall, relative humidity, and temper-
ature, as described in equations (12)-(14). Because the
weather functions are multiplied together, the parame-
ters Vs, ¥, and Y, can only be estimated as the product
Ve = Y5 X ¥ X 5. Here we show a model that depends
on all three weather variables, but in practice we used
the data to choose between models that included different
combinations of P(7), M(7), and H(7).

Allowing for Density Dependence, Weather, and Stochas-
ticity. Our combined density-dependence-plus-weather
models allow for effects of density-dependent transmission,
weather, and environmental stochasticity. These models
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resemble the weather-only models in assuming that resting
spore transmission increases logistically with increasing
rainfall, that conidia transmission increases exponentially
with increasing rainfall, and that conidia survival decreases
exponentially with increasing temperature. At the same
time, they resemble the density-dependence-only model
in distinguishing between conidia and resting spores.

For the combined models, the transmission parameters
vx, and vc, and the decay parameter ., are then

vr, = D(7)P(7) exp(€z, ), (19)
ve, = D(T)M(7) exp(ec,), (20)
pe, = H(7). (21)

Here, again D(7) is the effect of accumulated degree-days,
P(7) is the rainfall function, M(7) is the relative humidity
function, and H(7) is the temperature function, with the
latter three functions specified by equations (12)-(14). In
this model, however, we assume that H(7) is an exponen-
tially increasing function of temperature, so that the conidia
decay rate increases with temperature instead of transmis-
sion decreasing with temperature, as in equations (14) and
(18). Because here each weather function affects a different
process, we include all three of the weather dependence
parameters Vs, ¥, and V.

As in the two previous models, the stochastic terms ¢z,
and €, are normally distributed random variates, each
with mean 0 and respective standard deviations o, and
oc. Also as in the previous models, the transmission rates
vr, and v, follow lognormal distributions, with respec-
tive medians D(7)P(7) and D(7)M(7). Changes in the
standard deviations oy and o¢ of the normally distributed
random variates €, and €., again change both the mean
and the standard deviation of vy, and »¢,.

Model Behavior. Figure 2A and figure 2B show that for the
density-dependence-only model, epizootic intensity in-
creases with increases in host density, as we would expect
for that model. Figure 2C and figure 2D in contrast show
that for the weather-only model, epizootic intensity in-
creases with cool temperatures, high rainfall, and high rel-
ative humidity, as we would expect for that model (fig. 2C
and fig. 2D are based on simulated data, but in fitting mod-
els to data we used our observed weather data). Figure 3
then shows that for the combined density-dependence-
plus-weather model, epizootic intensity increases with ei-
ther increased host density or more favorable weather. As
we will show, the combined model provides the best expla-
nation for our data, but if the effects of weather had been
strong enough, a weather-only model might have been the
best model.

Data Collection

To improve our chances of detecting both density and
weather effects, we collected data in three consecutive years,
along a north-south transect that spanned more than three
degrees of latitude (fig. 4). In each year, we attempted to
find a southern plot, a central plot, and a northern plot
along the transect. Because some populations collapsed,
each year we searched within each general area to main-
tain the transect. These searches were successful except in
the southern area in 2012 (table 1). Also, at the south 2011
and north 2012 sites, we were able to locate egg masses be-
fore hatch occurred, but the egg mass density was so low
that we were unable to locate larvae after hatch. In those
two populations, we only collected data from experiments,
which only required laboratory-reared larvae.

In each population, we quantified host densities at the
beginning of each larval season, using standard methods
of surveying gypsy moth densities (Elkinton and Liebhold
1990; appendix). We also recorded temperature, rainfall,
and relative humidity in each population. To estimate E.
maimaiga infection rates, we collected live larvae, and we
reared them individually in the laboratory to see if they
were infected.

To collect larvae, we searched branches and trunks that
were within easy reach. Late-stage larvae sometimes climb
down to the base of a tree when they are infected (Hajek
1999), but that behavior occurs only at the very end of the
larval season. Our collections were therefore unlikely to have
been biased by differences in behavior between infected and
uninfected larvae.

We collected 100 larvae from each plot in each week.
This sample size proved to be large enough to detect the
rise and fall in infection rates that is predicted by density-
dependent transmission models (Keeling and Rohani 2008)
and that has sometimes been observed in E. maimaiga epi-
zootics (Weseloh and Andreadis 1992; Weseloh 1999;
Hajek and van Nouhuys 2016). This in turn made it easier
for us to detect density dependence in transmission. In pre-
vious studies, in contrast, sample sizes were often small
enough that researchers were forced to rely on cumulative
infection rates (Liebhold et al. 2013; Hajek et al. 2015),
which by definition cannot reveal fluctuations in infection
rates during epizootics.

Even though theory predicts that infection rates should
decline near the end of epizootics, in some cases it was dif-
ficult to detect this decline because most larvae were dead
by then. This is important because when infection rates
first rise in an epizootic, the increase is effectively expo-
nential (Champredon and Earn 2016; Chowell et al. 2016).
If our data had consisted simply of observations of expo-
nential increases in the fraction infected, it would have
been difficult to separately estimate transmission rates and
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Figure 4: Plot locations.

host removal rates (in our case, removal is equivalent to
conidia decay). This is especially true given that epizoot-
ics last for less than 10 weeks. This problem in turn might
have made it hard to accurately identify the effects of
weather, which is important because conidia transmission
and conidia decay depend on weather in different ways.
We therefore augmented our data by carrying out ex-
periments in which we quantified the force of infection,
the rate at which susceptible larvae become infected (Keel-
ing and Rohani 2008). To do this, we followed an estab-
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lished experimental protocol (Weseloh and Andreadis
1992) in which uninfected laboratory-reared larvae are
placed in cages in the environment, in our case for 24 h,
before being reared in the laboratory to determine whether
they have become infected. Twenty-four hours is long
enough that some of the larvae became infected, but it is
short enough that none of the infected larvae died and that
conidia decay was probably modest. The only process op-
erating among the caged larvae was thus transmission, so
the experiments allowed us to estimate transmission sepa-
rately from host and conidia death rates. Because these lar-
vae were confined in cages, however, they might have had
an infection risk different from that of feral larvae. We
therefore included parameters in our models that allowed
for differences in infection risk between wild-caught and
experimental larvae while nevertheless allowing transmis-
sion rates to fluctuate in the same way as in the naturally
occurring population (appendix).

To prevent transmission in the laboratory, both wild-
collected larvae and experimental larvae were reared indi-
vidually in plastic cups with tightly fitting lids that con-
tained artificial diet. Larvae were then held in the laboratory
at 21°C until death or pupation. Larvae that die and pro-
duce conidia can usually be identified easily, but we also
examined smears from dead larvae at 400x under a light
microscope to look for conidia and resting spores (Hajek
1999).

Model-Fitting Algorithm

Likelihood Calculation. The ultimate goal of our model-
ing efforts was to choose between competing models of
E. maimaiga dynamics, such that one model included only
density-dependent transmission, a set of models included
different combinations of weather variables, and a set of

Table 1: Latitudes and longitudes of our study plots, together with the distance (km)
from each plot to the nearest plot to the south (“Distance from S/C”) and the
total south-to-north distance in each year (“Total S/N distance”)

Year, location Latitude Longitude Distance from S/C Total S/N distance
2010:

South 42.36 —85.35 ...

Central 44.46 —84.60 240.96 ..

North 45.48 —84.68 113.57 354.53
2011:

South 42.61 —85.45 A

Central 44.47 —84.60 217.04 e

North 45.19 —84.23 85.44 302.48
2012:

South NA NA

Central 44.47 —84.60 .. .

North 45.48 —84.68 85.44 85.44

Note: NA = not available.
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models included both weather variables and density-
dependent transmission. In the first step in our model se-
lection procedure, we fit our models to our data. To do
this, we used Bayesian statistical techniques to calculate
the posterior probability of the parameters for each model.
We then used the mode of each posterior as the maximum
likelihood for the associated model, and we used the (low-
est) Akaike information criterion (AIC) score to identify
the best model, where the AIC takes into account both
goodness of fit and model complexity (Burnham and An-
derson 2002).

We assumed that the initial resting spore densities were
specific to individual populations because it is likely that
these densities vary across space and time. Because there
is no reason to believe that other processes varied between
populations, we assumed that the remaining parameters
were the same in every population. Also, as we explained
above, we used our weather data as covariates in the mod-
els. In practice, this meant that we assumed that the dy-
namics in each population were determined by the host
density in that population, by the weather in that popula-
tion, and by inherent environmental stochasticity. In cal-
culating likelihood scores, we averaged over the stochas-
ticity, as we will describe.

Because our data consisted of mortality rates, in prin-
ciple a binomial distribution could have provided a useful
likelihood function (Pawitan 2001). In practice, however,
it seemed likely that small-scale variation in the infection
rate within the forest could have caused the variance in
the data to be larger than binomial, an effect known as
“overdispersion” (McCullagh and Nelder 1989). To allow
for this possibility, we used a beta-binomial likelihood
(appendix). Compared with a binomial, a beta-binomial
includes an extra parameter, which makes it possible to
allow for the increase in the variance that is due to the
sampling error.

Given a likelihood function, we calculated likelihoods
by averaging across realizations of the model. The under-
lying idea is that the stochasticity terms are effectively
nuisance parameters, so we integrated out their effects to
produce an integrated likelihood (Berger et al. 1999), as
follows:

L= J J J L(ey, €, .0, €0)f (61,655 ..., €0) deg dey, ..., dep.
RJR R

(22)
Here, the average likelihood L is an average across reali-
zations L(€;, 6, ..., €p), where each realization in turn de-
pends on the sequence of daily stochasticity terms e
The function f (€, €,, ..., €p) is then the joint density of the
€s. As we indicated in describing the models, the ¢s are
independent and normally distributed, with identical means
and standard deviations.

Our models are sufficiently complex that evaluating the
integral in equation (22) using a numerical quadrature rule
was impractical (Press et al. 1992). We therefore instead
used Monte Carlo integration (Ross 2002). To implement
this approach, we used the MISER algorithm (Gough 2009),
which uses recursive, stratified sampling to reduce the un-
certainty in estimates of the average likelihood (Press et al.
1992).

Line-Search Markov chain Monte Carlo (MCMC). To
sample efficiently from the posterior distribution of the
parameters, we used an algorithm known as line-search
MCMC (Kennedy et al. 2015). Line-search MCMC makes
use of modern, massively parallel computing environments
via a preprocessing step that coarsely maps the likelihood
or posterior surface using line search (see the appendix
for a pseudo-code version of this algorithm).

In line search, parameters are varied one at a time over
a predefined region of parameter space, over many itera-
tions through the parameter list. The algorithm loops over
each parameter in order, comparing the likelihood or pos-
terior value at each iteration to the highest value found up
to that point. The highest value is then updated, so that the
algorithm climbs toward improved values of the likelihood
or the posterior.

Line search, on its own, could in principle locate the
parameters that give the maximum likelihood or maxi-
mum posterior. In practice, however, correlations be-
tween parameters are often strong enough that ordinary
line search will tend to get stuck on ridges of the objective
surface. It is therefore unlikely that the line search algo-
rithm will find the best parameter set, especially if it is be-
gun at only a single set of initial parameter values. We
therefore instead used hundreds of realizations of line
search, each begun at a parameter set chosen randomly
from a region of likely parameter values.

Once we have output from a large number of line
searches, the next step is to construct proposal distribu-
tions. To do this, line-search MCMC applies principal com-
ponent analysis (PCA) to the highest 5%-10% of the like-
lihood or posterior values found by the line searches. The
fraction of line searches used can be adjusted to create the
best representation of the surface, as determined visually
by inspection of the PCA results. Note that when PCA is
used in statistical analyses, typically only a fraction of the
components are retained, but here the full set of compo-
nents is needed to re-create the entire surface.

In the final step in line-search MCMC, the PCA results
are used to construct multivariate normal proposal distri-
butions for use in Metropolis-Hastings MCMC. Param-
eters are proposed in PCA space and then back-transformed
onto the original scale for use in calculating the posterior
density value. Proposing in PCA space greatly reduces the

This content downloaded from 205.208.116.024 on February 26, 2020 00:56:07 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



correlations between parameters, improving the mixing
of the MCMC chains and speeding the convergence to
the posterior. Inspection of trace plots and calculation
of Gelman-Rubin statistics (Gelman et al. 2014) confirmed
that our routines converged (for the worse-fitting weather-
only models, the AIC scores may be slightly less reliable
than for the other models; see the appendix).

The advantage of line-search MCMC over standard
Metropolis-Hastings MCMC has to do with the structure
of modern, high-performance computing environments,
which consist of hundreds to thousands of computing nodes
(Fuller and Millett 2011). Because line-search MCMC first
implements line searches at hundreds or thousands of ran-
dom starting points in parameter space and then uses these
line searches to speed convergence of MCMG, line-search
MCMC makes effective use of large numbers of computing
nodes in a single preprocessing step (Kennedy et al. 2015).

Simulating Weather

To understand the general behavior of our models—for
example, in figures 2 and 3—we produced model realiza-
tions using artificial weather, where the artificial weather
was generated using a Richardson weather generator (Rich-
ardson 1981). In this generator, we set the daily probability
of rainfall to 40%, the rainfall frequency in our weather data.
For each rainfall event, the generator draws the amount of
rain from a lognormal distribution. The generator then
uses linear regressions of temperature and relative hu-
midity versus rainfall, which we fit to our data, to generate
the maximum temperature and the relative humidity for
that day (appendix). In some cases, we altered the mean
and variance of the rainfall distribution to generate a wider
range of conditions than we observed in nature.

Results
The Data

Our data show clear effects of weather on Entomophaga
maimaiga infection rates (fig. 5; data are available in the
Dryad Digital Repository [https://doi.org/10.5061/dryad
.3nv3ss2; Kyle et al. 2020]). Infection rates were generally
higher after rainstorms and when conditions were cool and
moist. These effects are apparent from visual inspection of
the data, but detecting the effects of density from visual in-
spection is more difficult. Visual comparison of the obser-
vational and experimental data nevertheless makes it pos-
sible to infer some of the simpler effects of density.

These comparisons rely on the observation that the rise
and fall of the fraction infected in the experimental data
tracks the rise and fall of the fraction infected in the ob-
servational data. Given this observation, the experimental
data from the south 2011 and north 2012 sites, in which
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we could not find larvae after hatch, then provide useful
comparisons to the sites in which we could find larvae af-
ter hatch.

At the south 2011 and north 2012 sites, a few infections
occurred among the experimental larvae, confirming that
resting spores were present and germinating, but the in-
fection rate was near zero throughout the larval period
in both plots (fig. 5). This low infection rate presumably
reflects the lack of conidia in those plots. In contrast, in-
fection rates in the other populations were often very
high, suggesting that epizootics are driven largely by co-
nidia. Additional support for this conclusion comes from
the observation that weather conditions at the south 2011
and north 2012 sites were similar to what they were at the
central 2010 site, where the gypsy moth density was high
and a severe epizootic occurred.

The effects of weather were nevertheless strong enough
that more quantitative effects of density are not obvious
from inspection of the data. Infection rates at the central
2010 site, for example, were comparable to infection rates
at the north 2010 site, even though the initial host density
was more than four times higher at the central 2010 site
than at the north 2010 site. Disentangling the effects of
weather and host density thus required that we fit mech-
anistic models to our data.

Models versus Data

The best-fit density-dependence-only model qualitatively
reproduces the data, especially the rise and fall in infec-
tion rates that is typical of density-dependent transmis-
sion (fig. 6, “D-D Only”). That model nevertheless misses
the sharp increases in infection rates that result from rain-
storms, with their attendant increases in humidity and
reductions in temperature.

The best weather-only model, in contrast, easily repro-
duces weather-driven increases in infection rates, but it
often predicts that infection rates should be high when in-
fection rates were low (fig. 6, “W Only”). This overestima-
tion is most obvious early in the season at the central
2010, north 2010, and central 2012 sites. The overestima-
tion likely occurs because, in nature, transmission early in
the season is constrained by a lack of conidia, whereas in
the weather-only models, transmission is unconstrained
by a lack of conidia. In the south 2011 and north 2012
plots, in which no larvae could be found after hatch, this
lack of conidia caused the best weather-only model to
badly overestimate the force of infection throughout the
season.

Meanwhile, the best combined model correctly pre-
dicts the infection rate and the force of infection in most
weeks in most plots. Because that model includes both
density-dependent transmission and weather, it allows
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Figure 5: Observational and experimental data on Entomophaga maimaiga infection rates, together with weather data in each population,
for each year of our study. Error bars represent 1 SEM. The values in the top row show the initial host density S(0) for each site in units of
larvae per square meter. “Covered Cages” refers to an experimental treatment in which plastic boxes were placed over cages to limit exposure
to conidia, while “Uncovered Cages” refers to an experimental treatment that had no boxes. Box effects were modest, and therefore we do
not consider them further (see the appendix). The data in this figure have been deposited in the Dryad Digital Repository (https://doi.org

/10.5061/dryad.3nv3ss2; Kyle et al. 2020).

transmission to be high only when densities are high
and conditions are cool and moist.

These visual comparisons are confirmed by AIC anal-
ysis, which shows that the data are indeed best explained
by a model that includes effects of density-dependent trans-
mission and weather (table 2). The AIC score of the best
model is almost 80 points better than the score of the
density-dependence-only model, almost 40 points better
than the AIC score of the best weather-only model, and
more than 20 points better than all but one of the other
density-dependence-plus-weather models. An AIC dif-
ference of more than 10 indicates that there is essentially
zero support for the hypothesis that a given model is bet-
ter than the best model (Burnham and Anderson 2002).
Our best model thus provides a vastly better fit to the data
than almost any other model.

The one exception is a model that includes effects of
density-dependent transmission and weather and that
assumes that the only weather variable that matters is rel-
ative humidity. This second-best model has an AIC score
that is only 2.54 points higher than the score for the best
model, which includes effects of not just relative humidity
but also rainfall and temperature. An AIC difference of
2.54 is small enough to indicate that there is at least weak
support for the second-best model. We thus cannot rule
out the possibility that if we were to collect more of the
same kind of data, the second-best model would become
the best model (Burnham and Anderson 2002). Visual com-
parison of the fit of the second-best model to the data,
however, shows that the second-best model clearly pro-
vides a worse fit to the data than the best model (appen-
dix). Moreover, other types of data have provided strong
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Figure 6: Comparison of multiple realizations of the models to the data. “D-D Only” refers to the density-dependence-only model, “W
Only” refers to the best weather-only model, and “W and D-D” refers to the best combined weather and density dependence model. Black
solid lines are the data (+1 SE), and the gray transparent lines are 25 realizations of the models using the best-fit parameter sets.

support for the hypothesis that both rainfall and temper-
ature affect E. maimaga epizootics (Hajek et al. 1990). It
therefore seems likely that, in a larger sense, the model
that our data have identified as the best model is indeed
the best model of E. maimaiga epizootics. In what follows,
we therefore focus on the best model.

It is nevertheless important to remember that although
our weather functions were based on the known biology
of E. maimaiga, our choices of the functions that relate
weather to conidia breakdown and transmission were some-
what arbitrary. Other functions might have given better
fits to the data and at least slightly different conclusions
about which weather variables are most important. This
point emphasizes that the not-great but not-terrible per-
formance of the second-best model means that there is
some uncertainty as to which is the best model.

Environmental Stochasticity and the Host
Density Threshold

Although we were able to detect effects of host density on
E. maimaiga epizootics, that does not mean that these ef-

fects are biologically meaningful. To better understand
the interaction of weather and host density, we quantified
the effects of weather on E. maimaiga’s host density thresh-
old. To do this, we simulated epizootics across a range of
densities and a range of weather conditions, and we calcu-
lated the cumulative fraction infected in each epizootic.
As we mentioned earlier, in this case we are including
not just inherent environmental stochasticity, as in our
fitting routines, but also environmental stochasticity that
is due to stochastic variation in weather. To do this, we in-
cluded inherent environmental stochasticity exactly as we
did in our fitting routines, but we also used our Richard-
son weather generator to produce artificial weather. Be-
cause the artificial weather is stochastic, it serves as an ad-
ditional source of environmental stochasticity. In this case,
we are thus including two sources of environmental sto-
chasticity, and we are not distinguishing between the two.
In figure 7 we show the results of these simulations for
the best combined model and for the density-dependence-
only model, in terms of the cumulative fraction infected
versus host density (the second-best model gives very sim-
ilar results; see the appendix). As the figure shows, the
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Table 2: Akaike information criterion (AIC) analysis

Model Likelihood No. parameters AIC AAIC
Density dependence only —640.5 23 1,326.9 79.2
Weather only:
Rain —689.0 11 1,400.0 152.3
Relative humidity —660.5 10 1,341.0 93.2
Temperature —644.0 10 1,307.9 60.2
Rain + relative humidity —641.4 12 1,306.9 59.1
Rain + temperature —631.1 12 1,286.2 38.4
Relative humidity + temperature —658.1 11 1,338.3 90.5
Rain + relative humidity + temperature —634.6 13 1,295.3 47.5
Density dependence + weather:
Rain —640.2 25 1,330.3 82.5
Relative humidity —601.2 24 1,250.3 2.54
Temperature —640.5 24 1,328.9 81.2
Rain + relative humidity —610.7 26 1,273.3 255
Rain + temperature —643.4 26 1,338.8 91.1
Relative humidity + temperature —610.1 25 1,270.3 22,5
Rain + relative humidity + temperature —596.9 27 1,247.8 0

Note: The overall best model is shown in boldface, while the best weather-only model is shown in italicized boldface. Sample sizes were large enough that the
small sample size-corrected AIC criterion gave essentially identical values to the uncorrected AIC, so for simplicity we show only the uncorrected AIC.

infection rate in the best combined model increases sharply
with host density, displaying the characteristic feature of a
host density threshold. This threshold, however, is strongly
blurred by stochasticity, so that there is a broad range of
densities over which high or low infection rates may oc-
cur, depending on weather stochasticity and inherent
stochasticity. The effects of host density are nevertheless
clearly apparent. We therefore conclude that an under-
standing of the host density threshold provides significant
insight into the dynamics of this pathogen.

The effects of environmental stochasticity in our mod-
els are much stronger than the analogous effects in mod-
els with demographic stochasticity. In the SIR model with
demographic stochasticity (fig. 1), variation in epizootic
severity is slight unless the population is small, and most
of the variation occurs at densities near the threshold. In
our model, in contrast, variation in epizootic severity is
high unless the host density is very high.

Counterintuitively, the effects of density in the best-fit
density-dependence-only model are much weaker than in
the best combined model (fig. 7). This effect likely occurs
because the density-dependence-only model can only ex-
plain weather-driven epizootics by invoking high resting
spore transmission. For example, in the south 2010 and
north 2010 populations, host densities were intermediate,
but favorable weather conditions nevertheless led to in-
tense epizootics. To fit the data from those populations,
the density-dependence-only model was therefore forced
to use a high resting spore transmission rate (appendix).
Because of this high resting spore transmission rate, co-
nidia transmission in the density-dependence-only model

plays a much less important role than in the best combined
model. In the density-dependence-only model, the infec-
tion rate therefore varies only modestly across host densi-
ties. Also, because the density-dependence-only model al-
lows for inherent environmental stochasticity but only very
simple effects of weather-driven environmental stochas-
ticity, its predictions are substantially less variable than
the predictions of the combined model.

Discussion

Our main result is that the strong effects of weather-driven
stochasticity on Entomophaga maimaiga do not eliminate
the pathogen’s host density threshold. Moreover, in our
best model, variation in the threshold is much stronger
than it is in models of demographic stochasticity. We
therefore argue that models that include environmental
stochasticity may sometimes provide a better explanation
for variation in host density thresholds than models that
include only demographic stochasticity. More broadly,
our results provide a clear example of how weather and
density-dependent transmission can together drive the
dynamics of an animal pathogen.

In arguing that stochasticity can make it difficult to
estimate host population thresholds, Lloyd-Smith et al.
(2005) used models of demographic stochasticity. Given
that the host threshold in our models is more strongly
blurred than in models of demographic stochasticity,
our results could be viewed as providing support for
Lloyd-Smith et al.’s argument that the threshold concept
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Figure 7: Predictions of the best density-dependence-only model and the best combined model, across a range of densities. For each model,
the points depict the upper 95% and lower 5% of 1,000 realizations at each density, while the solid lines show the median at each density. For
each simulation of the combined model, we generated weather using a Richardson weather generator (Richardson 1981), which we fit using
weather data from our study plots. The initial resting spore density for each model was taken from the respective model’s best-fit value for
the central 2010 population. This density was lower for the density-dependence-only model than for the best combined model (appendix),
but the density-dependence-only model nevertheless has a high infection rate at low densities due to its high resting spore transmission rate.

is of limited practical value. Indeed, the uncertainty in the
host density threshold in our best model spans an order of
magnitude (fig. 7). In the gypsy moth, however, the am-
plitude of the fluctuations in the insect population is three
to five orders of magnitude (Elkinton and Liebhold 1990),
as is often the case in outbreaking insects (Anderson and
May 1981). The uncertainty in our estimate of the thresh-
old is thus dwarfed by variation in the density of the in-
sect. The high uncertainty in our threshold estimate there-
fore does not mean that the estimate would not be useful
in management. We therefore argue that the threshold
concept can be useful for understanding disease dynamics
in nature, even if weather effects are strong.

Our work also shows that constructing weather-driven
host-pathogen models can be extremely challenging, which
is likely why theoreticians often focus on demographic sto-
chasticity (Daley and Gani 1999). Previous efforts to esti-
mate host density thresholds have nevertheless invoked
weather variation to explain variation in the disease den-
sity threshold, for example, in sylvatic plague in great

gerbils (Davis et al. 2007) and in sea lice in salmon (Frazer
etal. 2012). Models that allow for weather-driven stochas-
ticity may thus be useful for understanding many differ-
ent host-pathogen systems, even as the model details vary
between systems. Moreover, previous efforts to quantify
thresholds have often relied on deterministic models, so
our work provides a useful example of how general theory
can be extended to allow for environmental stochasticity.

Although tests of general theory necessarily require a
consideration of biological specifics, by keeping our mod-
els as general as possible we have been able to consider
broader conceptual issues. Previous modeling work on
E. maimaiga has in contrast used models whose structure
has strongly differed from the structure of classical, gen-
eral theory (Weseloh et al. 1993). Previous work was pre-
sumably motivated by a desire to increase model realism,
but our more general model is realistic enough to provide
accurate predictions of E. maimaiga epizootics. In fact,
given that E. maimaiga—driven population collapses obvi-
ate the need for the use of artificial insecticides (Woods
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et al. 1991), our model predictions could be practically
useful.

Previous studies of the effects of weather or climate on
animal pathogens have often estimated model parameters
using laboratory data alone (Voyles et al. 2012; Molnar
et al. 2013). These studies have provided important in-
sights into disease dynamics, but there is at least some risk
that the behavior of such models reflects the artificial en-
vironment of the laboratory. Because we instead estimated
model parameters from field data, the predictions of our
models may better reflect conditions in nature. Meanwhile,
some previous modeling studies of animal pathogens have
allowed for environmental stochasticity, but only while us-
ing a one-step-ahead fitting algorithm (Webb et al. 2006;
Smith et al. 2009). One-step-ahead algorithms do not dis-
tinguish between measurement error and environmental
stochasticity and therefore do not allow for direct tests
of the relative importance of environmental stochasticity
and host abundance. By incorporating weather covariates
and by separately estimating stochasticity and measure-
ment error, we were able to carry out just such a test.

A related point is that by combining experimental and
observational data, we were able to estimate essentially all
of our model’s parameters while using data from only a
handful of epizootics. Experimental data may thus permit
estimation of thresholds in cases for which observational
data alone are insufficient. Our work thus demonstrates
the usefulness of experimental data in disease ecology.

The gypsy moth is an introduced pest of hardwood
forests in eastern North America, and its outbreaks have
often caused extensive tree mortality (Elkinton and Lieb-
hold 1990). It is therefore worth considering the implica-
tions of our work for gypsy moth outbreak cycles. Before
E. maimaiga first occurred at high levels in 1989 (Elkin-
ton et al. 1991)—the circumstances of the original intro-
duction are somewhat mysterious (see Hajek et al. 1995)—
gypsy moth outbreaks in North America were driven by a
combination of a species-specific baculovirus and gener-
alist predators (Dwyer et al. 2004), and severe defoliation
occurred frequently (Johnson et al. 2006). Since the intro-
duction of E. maimaiga, however, the baculovirus has al-
most disappeared, and defoliation levels have been much
lower throughout the gypsy moth’s range in North Amer-
ica (Asaro and Chamberlin 2015). In New England in par-
ticular, gypsy moth outbreaks effectively ceased after 1996
(Allstadt et al. 2013), and defoliation has been very low
since the early 1990s. Allstadt et al. (2013) argued that this
change could be explained by stochastic variation in
generalist-predator attack rates. The near coincidence of the
first E. maimaiga epizootics and the decline in gypsy moth
defoliation suggests that E. maimaiga may provide an alter-
native explanation. If this hypothesis is correct, then the ex-
planation for the lack of outbreaks since the early 1990s

may be that E. maimaiga has maintained gypsy moth pop-
ulations at low, stable equilibria.

Models of insect outbreaks also support the hypothesis
that the introduction of E. maimaiga has turned the gypsy
moth’s population cycles into a low, stable equilibrium. In
these models, low pathogen survival in the environment,
as in the gypsy moth baculovirus (Fuller et al. 2012), leads
to long-period, large-amplitude cycles (Dwyer et al. 2000,
2004). The model cycles match data on gypsy moth out-
break cycles before the introduction of E. maimaiga (John-
son et al. 2006), when the baculovirus was the dominant
mortality source in outbreaks, suggesting that the models
provide a reasonable description of gypsy moth dynamics
before the introduction of E. maimaiga. In contrast to
the short survival time of the baculovirus in the environ-
ment, the survival of E. maimaiga resting spores in the en-
vironment is very high (Weseloh and Andreadis 1997). In
insect outbreak models, high long-term pathogen survival
turns population cycles into a stable point equilibrium
(Dwyer et al. 2000). The advent of E. maimaiga may there-
fore have led to a drastic change in the dynamics of the
gypsy moth in North America.

Gypsy moth outbreaks have nevertheless occurred at
least sporadically in states outside New England since the
advent of E. maimaiga, and an outbreak occurred in New
England itselfin 2015-2018 (Pasquarella et al. 2018). More-
over, compared with baculovirus infection rates (Fuller
et al. 2012), E. maimaiga infection rates rise much more
rapidly with density (fig. 7). This difference likely occurs
because there is little to no variation in the gypsy moth’s
resistance to E. maimaiga, whereas a trade-off between re-
sistance and fecundity maintains extensive variation in the
gypsy moth’s resistance to the baculovirus (Paez et al. 2015,
2017). A lack of variation in resistance to a pathogen is desta-
bilizing in outbreak models (Dwyer et al. 2000) and could
therefore counterbalance the stabilizing effects of the high
survival of resting spores. Understanding these effects re-
quires that we extend our E. maimaiga models to allow for
long-term dynamics, and such an extension is therefore a
priority in future research.

Fungal diseases affect a range of animal species, includ-
ing chytridiomycosis of amphibians (Pounds et al. 2006)
and white nose syndrome in bats (Langwig et al. 2012).
Although the quantitative effects of weather on fungal
pathogens are often poorly understood (Fisher et al. 2012),
most fungal pathogens require high humidity (Hesketh et al.
2010). Given that climate change models predict that hu-
midity will change in a region-specific fashion (Wang and
Kotamarthi 2015), the long-term effects of climate change
on fungal pathogens cannot be easily predicted without
disease models that take regional weather into account. In
our study area in the lower peninsula of Michigan, for ex-
ample, rainfall and temperatures are both predicted to
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increase (Wang and Kotamarthi 2014). Given that in-
creased rainfall and increased temperature have opposite
effects on E. maimaiga infection rates, intuiting the net ef-
fects of these changes is difficult. This is important be-
cause if infection rates decline and if E. maimaiga has
been keeping the gypsy moth in check, climate change
could lead to the insect’s resurgence. Extending our mod-
els to allow for climate change is therefore another prior-
ity for future work.
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“The Mackerel (Scomber vernalis) [figured] come into the shallow water near the land directly from their winter habitat, the deep water of
the Atlantic, during the months of May and June, and their annual appearance is very regular. . . . Mackerel are always on the move and
migrate in schools.” From “The Habits and Migrations of Some of the Marine Fishes of Massachusetts” by James H. Blake (The American

Naturalist, 1870, 4:513-521).
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